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Under AFOSR Contract F49620-87-K-0003 which was initially funded November 1,
1986 -and completed on September 30, 1990, the problem of control augmented structural
optimization of aeroelastically tailored fiber composite wings was addressed in a series of
comprehensive studies. This research culminated in the first truly integrated, practical
computer program capable of treating this multidisciplinary synthesis problem by
simultaneously changing structural, aerodynamic and control type design variables for

practical aircraft configurations such as the F-16 fighter.

“The main line of this research-program has been-described in a substantial number
of publications [1-9]. A brief description and summary of the contributions contained in
these publications is provided below. A more detailed description of this research effort is

summarized in Refs. 3, 4, 6 and 8 which are attached as Appendix A of this report.

Reference 1 is a detailed report describing the structural model used in this research
activity and its implementation in a computer code. Using this structural model a complete
airplane configuration can be efficiently modeled as an assembly of flexible lifting surfaces.
Each lifting surface is modeled as an equivalent plate whose stiffness is controlled by

contributions from thin cover skins (fiber composite laminates) and the internal structure
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(spar and rib caps). Wing sections are connected to each other via stiff springs
(representing hinge stiffnesses at attach points) and flexible springs (representing the
stiffness of actuators and their backup structure). Each wing section can include several
trapezoidal parts. Concentrated masses are used-to model nonstructural items and balance

masses.

Structural topology, shape and material properties are preassigned; however, skin
layer fiber orientations are treated as design variables. ‘Skin thicknesses are also-indirectly
represented as design variables. Concentrated masses-and springs at preassigned locations
can.also be treated as design variables. It was demonstrated-that this structural model is
capable of capturing the:important modes of an F-16 fighter wing, with accuracy comparable
to a detailed finite element model, and at the fraction of the computational cost. This
computational efficiency is a key ingredient in the success of the subsequent optimization

studies, based upon this model.

Reference 3, which is an expanded and improved version of Ref. 2, presents the
theoretical basis for the synthesis of an actively controlled composite wing as a
multidisciplinary optimization problem. A unique integration of analysis techniques
spanning the disciplines of structures, aerodynamics, and controls is described. A rich
variety of behavior constraints can be treated including stress, displacement, control surface
trave] and hinge movement, natural frequency, aeroservoelastic stability, gust response, and
handling quality constraints, as well as performance measures in terms of drag/lift
coefficients, drag polar shape, required load factor or roll rate, and wing mass. The design
space includes a simultaneous treatment of structural, aerodynamic, and control system
design variables. The basis for multidisciplinary wing optimization is prepared by
formulating the analysis capability together with the related behavior sensitivity analysis.
Applicability of approximation concepts to this particular multidisciplinary optimization
problem is examined by studying typical aeroservoelastic stability, gust response and
performance-related constraints. The computational efficiency of the combined analysis and

sensitivity, as well as the quality of key behavior constraint approximations, was shown to
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be excellent. Thus the single-level optimization-of composite, actively controlled practical

‘wings, -described in-the subsequent references could be-carried out.

“The integrated multidisciplinary synthesis-capability (described in Ref. 3) was used

in Ref. 4 in-a series of innovative exploratory-design studies in which constraints from

several disciplines are taken into account simultaneously and the design space is opened up

1o include structural, control system, and-aerodynamic design variables. The effectiveness

and the efficiency of the new capability are studied using a mathematical model of a

remotely piloted vehicle (RPV): The emphasis in these studies was on active-

control/structure interaction in the RPV wing design problem. These studies have-

-demonstratedthe successful adaptation of NLP/AC (nonlinear programming/approximation
concepts) techniques:to problems with important.new types of constraints (aeroservoelastic
stability, gust 1esponse) exhibiting greater complexity than those previously treated in pure

-structural synthesis problems.

In Ref. -6 the effectiveness and-efficiency this integrated aeroservoelastic optimization
capability is displayed by applying it to an RPV as well as more complex F-16 and X-29 type
airplane models. Simplified handling quality constraints are added to the set of design
requirements. The performance of several complex eigenvalue approximations was also
examined. Effects of control law structure on the weight and robustness of the resulting
aeroservoelastic design provide new insights into-the complex multidisciplinary interactions

involved.

InRef. 7, aerodynamic constraints, represented by induced drag constraints are added
to the previous set of constraints explored. New approximations for induced drag constraints
are developed. Again the composite wing of an RPV is used for numerical experimentation
with the new capability. Design studies with design variables and constraints that span the
disciplines of structures, controls and aerodynamics are presented. It is demonstrated that
the synthesis of actively controlled, fiber composite wings with modeling accuracy that is

acceptable for preliminary design is both feasible and practical. Results of the new design
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studies provide interesting and important new insights into the complex nature of

multidisciplinary interactions present in-wing design.

Reference § is Dr. Livne's landmark Ph.D. dissertation which incorporates both the
-analysis and the results discussed-so far; in a single document. It’is our intent to publish this

document as a Air Force Technical Report with the assistance of the funding agency.

Recognizing that the description-of the research activity provided above might be
fragmented, we find it useful to provide, below, a concise overview of the principal research
accomplishments described in Refs. 1-7. This research has produced a truly integrated
comprehensive multidisciplinary-wing synthesis-capability which-is the most advanced of-its
kind available to-date. This capability which is depicted:-schematically in Fig. 1, integrates
the disciplines of structures, aerodynamics, and controls. There is no comparable capability

available in the academic, industrial, or research community.

The principal accomplishments are:

1. Fully coupled structural, aerodynamic and control system analyses.
2. Extended design space, where one can change simultaneously structural, aerodynamic

and control type design variables.

3. Inclusion of a rich mix of behavior constraints and alternative objective functions.

4, Combination of analysis/sensitivity capability with approximation concepts and

optimization algorithm.

5. Ability to deal with both maneuver and handling type of constraints.




Demonstration of the effectiveness of the new synthesis procedure by applying it to
optimization of conventional wings, swept back-wings and forward swept wings (RPV,
F-16, X-29).

The unique features of this synthesis capability are: -

Balanced high quality, yet computationally efficient analysis modeling.

Analytic sensitivity for all constraints with respect to-all design variables.

It contains the first successful approximations-of aeroservoelastic stability and gust

response constraints in the design space.

The design space spans three disciplines simultaneously.

The formulation includes a more comprehensive set of constraints, design variables
and alternative objective functions than structural synthesis programs such as TSO,

FASTOP or ASTROS.

The effectiveness and computational efficiency of this synthesis capability when

applied to the multidisciplinary optimization of a lightweight fighter is depicted in Fig: 2.

For this case the computing times, number of design variables, and constraints are shown

in Fig. 2. Such a problem has 40 design variables and over 3000 constraints. The combined

computer time for one analysis, and-sensitivity analysis is about 6 min of CPU time. The

number of analyses for a converged optimal design N” is between 10 and 20. Thus multidis-

plinary optimization of practical airplane fighter wings is feasible because it requires

between-one to two hours of CPU time.

The synthesis capability which has been-described above, is limited to the-subsonic

flow regime. Another important contribution fnade in the course of this research contract
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was the extension of the -aeroservoelastic analysis capability to the transonic flow regime.
Obviously such an analysis capability, which is computationally efficient, is a prerequisite for
extending this synthesis capability to the transonic flow regime, in which all modern fighter

aircraft must operate.

The -description of a transonic adaptive aeroservoelastic -analysis. capability based

approximate unsteady time domain aerodynamics is presented in Refs. 8 and 9.

References 8 and 9-describe the development of a digital adaptive controller capable
of suppressing flutter in composite wings under time varying flight conditions in subsonic and
transonic flow. The wing-structure is modeled using the modeling capability such as that
described in-Ref. 1. A new transonic unsteady aerodynamic approximation methodology is
developed which is computationally efficient and- particularly suitable for transonic
aeroservoelastic applications. This approximation is based on a combination of unsteady
subsonic aerodynamics with a transonic correction procedure. The transient response of the
aeroservoelastic system is obtained using Roger's approximation for converting frequency
domain aerodynamics into the time domain, state transition matrices, and:an iterative time
marching algorithm. The aeroservoelastic system in the time domain is.modeled using a
deterministic ARMA model together with a parameter estimator. This approach enables
one to compute the aeroelastic flutter boundaries in the time domain. This analysis
capability was compared with experimental data, obtained at NASA Langley, and good

agreement with experimental data was noted for the low transonic Mach number range.

The linear quadratic controller gain, for the digital flutter suppression system, at each
time step is obtained using an iterative Riccati solver. The digital adaptive controller is
robust with respect to the unknown external loads. Flutter and divergence instabilities are
suppressed simultaneously using a trailing-edge control surface and displacement sensing.
Acceleration sensing alone is inadequate for suppressing static instabilities such as

divergence.




The most important-accomplishments-of this research [8,9] were:

1. This study represents the-first application of adaptive optimal:control methodology

to-active flutter suppressions in‘transonic flow.

2. Development of a computationally efficient aeroservoelastic analysis capability in
transonic flow which is suitable for incorporation in a gencral integrated
multidisciplinary wing design synthesis capability-such as that described in Refs. 2
through 7.

During the course of this research contracttwo graduate-students (Dr. Eli Livne and

Dr. C. Pak), who were fully supported by the contract, have received their Ph.D. degrees.

It is evident from the forgoing that this research contract has been quite fruitful. In
addition to the substantial productivity represented by published research results, this
program has produced truly significant and originai-contributions to the state of the art. It
has also provided intellectual stimulation and educational enrichment for the graduate
students affiliated with the program. It is our earnest hope that the new ideas that have
grown out of this research activity will significantly influence future design practice in the

aerospace industry.

REFERENCES

1. Livne, E., Schmit, L.A., and Friedmann, P.P,, "Design Oriented Structural Analysis
for Fiber Composite Wings," UCLA Report UCLA-ENG-88-36, November 1988.

2. Livne, E., "An Integrated Approach to the Optimum Design of Actively Controlled
Composite Wings," Recent Advances in Multidisciplinary Analysis and Optimization,
NASA CP-3031, 1989, 897-918.




Livne, E., Schmit, L.A., and Friedmann, P.P., "Towards Integrated Multdisciplinany
Synthesis of Actively Controlled Fiber Composite Wings," Journal of Aircraft, Vol. 27,
No. 12, December 1990, pp. 979-992.

Livne, E., Schmit, L.A., and FrieCmann, P.P., "Exploratory Design Studies Using an
Integrated Multidisciplinary Synthesis-Capability for Actively Controlled Composite
Wings," AIAA Paper No. 90-0953-CP, Proceedings of AIAA/ASME/ASCE/AHS/
ACS 31st Structures, Structural Dynamics and Materials Conference, Long Beach,
CA, April 1990, pp. 97-109 (modified version accepted for publication in the AL44
Joumnal, December 1991).

Livne, E., "Integrated Multidisciplinary Optimization of Actively Controlled Fiber
Composite Wings,” Ph.D. Dissertation, Department of Mechanical, Aerospace and
Nuclear Engineering, University of California;, Los Angeles, -August 1990.

Livne, E., Friedmann, P.P., and Schmit, L.A., "Studies in Integrated Aeroservoelastic
Optimization of Actively Controlled Composite Wings," AIAA Paper No. 91-1098-CP,
Proceedings of AIAA/ASME/ASCE/AHS/ACS 32nd Structures, Structural
Dynamics and Materials Conference, April 8-10, 1991, Baltimore, MD, pp. 447-461
(modified version submitted for publication to the Journal of Guidance, Control and
Dynamnics).

Livne, E., Schmit, L.A., and Friedmann, P.P., "Integrated Structure/Control/
Aerodynamic Synthesis of Actively Controlled Composite Wings,” paper submitted
to the Journal of Aircraft.

Pak, C., Friedmann, P.P., and Livne, E., "Transonic Adaptive Flutter Suppression
Using Approximate Unsteady Time Domain Aerodynamics,” AIAA Paper No. 91-
0986-CP,Proceedings of AIAA/ASME/ASCE/AHS/ACS 32nd Structures, Structural
Dynamics and Materials Conference, April 8-10, 1991, Baltimore, MD, pp. 1832-1854.

Pak, C., "Adaptive Active Flutter Suppression of Wings in Subsonic and Transonic
Flight Regimes," Ph.D. Dissertation, Mechanical, Aerospace and Nuclear Engineering
Department, University of California, Los Angeles, California, May 1991.




sauonbay jranen

1 4UNOId

ssoung
IBUdNg uo siuressuod)
| (
o._ V' 1 osojquuies udisocg
TVINLOMILS
soniend 3ulpueyy * eded .__
asuodsdy] Isno Jvde pus ay
Aiquig ousepoaasolay , Y~ 03049 200110410
10 SjuRLSu0s) ey \\
'p''q isojqeniey N '
ugisaq waisks TOITNOD . \
U5 e o . Vs
, =N
B 0 Qe shae cmc q
,\\ (3dueUI0I13 ])
.....,w..\,._ Se1q :uQ siurensuo)
. Zais Jaquie)) :sajqeuep udisoq
\\, , <, Josudg s..sa.n..u.",,. ' \ , ..Ut:&dazsﬂﬁ—omm(ﬁ
“ et g s -
——gY S1?

UoIa[IYy

, g P . _ >
, ” . )
l\\ < .,-,
- atm
P

Aaeq 03 Litjrqude) sisopuds Suipm Lreurjdsipny aasuayaadwon) ISOJAl Y L
" SNOISAA ONIM: AT TTIOULNOD ATIALLDV “ALISOJNOD adIld 4O NOILVZINILJIO Q3LVUODILNI




RUN TIME FOR LIGHT WEIGHT FIGHTER
MULTIDISCIPLINARY ANALYSIS/SENSITIVITY
ACHIEVED WITH CAPABILITY DEVELOPED UNDER THIS AFOSR CONTRACT

CPU Times on UCLA TBM 3090
Problem Size: 40 Design Variables _ _
3222 Constraints
Analysis Run Time: 40 secs } Total: 6.5 min
Sensitivity Analysis Run Time: 350 secs
Optimization
Objective Initial Design
Function
Optimal
Design
Number of Actual Aﬁalyses N*
The Importance of Approximation Concepts
Optimization Via Optimization Via
Approximation Conventional
Concepts Math Programming
N 10520 4000 — 6000
CPU hours 152 435 — 650
Multidisciplinary ,
Optimization cannot be done
FIGURE 2
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APPENDIX A 7
Detailed Summary of the Research Conducted

Note: This Appendix contains Refs. 3, 4, 6, and 8 cited in the body of the report
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Towards Integrated Multidisciplinary Synthesis of Actively
Controlled Fiber Composite Wings

E.-Livne,* L. A, Schmit,t.and P..P. Friedmann}
University of California, Los Angeles, Los Angeles, California 90024

The -synibesis_ of actively controlied composite wings ks formulated as a multidisciplinary-optimization
problem, A unique integration of analysis techniques spanning the disciplines of structures, serodynamics, snd
controls is described. A rich variety of behavior constrainis can be treated including stress, displacement, control
surface travel lpd hinge momest, natural frequency, seroservoelastic stability, gust-response, and bandling
quality constraints, as well as performance measures in ferms of drag/lift coefficients, drag-polar shape,
required Joad factor or roll rate, and wing mass, The design space Includes & simultaneous treatment of
structural, serodyasmic, and control system design variables. The paper sets the stage for multidisciplinary wing
optimization by describing the capabilities and discussing the accuracy of the analysis and related behavior
sensitivity analysis. Applicsbltity of Approxlmnlon concepts to the multidisciplinary. opllmiudon problem Is
examined by studying typical seroservoelastic stabllity, gust response, and performance-reiated constralnts. The
compuudonu efficlency of the combined analysis and sensitivity as well_as the quality of key behavior
constraint approximations-indicate that single-level optimization of composite, sctively costrolied practical

wings is within reach.

Nomenclature
-= coefficients of the numerator polynomial
in_a sensor-transfer function (see Fig. 3)
[4).{BL(C).[D]) =Linear time invariant (LTI) state space
equation matrices

dg, Gr...Q,

{41.181 = state space system matrices in
standard form

b = aerodynamic lag terms

be =aerodynamic gust lag terms

b = control law transfer-function numerator
coefficients

Cou CpaenCa = coefficients of the denominator
polynomial in a sensor transfer function
(see Fig. 3)

{C). =damping matrix

€Y = aerodynamically modified damping
matrix in aeroservoelastic analysis

d, =transfer function denominator
coefficients

€5 -8,...6, = coefficients of the numerator polynomial
in-an actuator transfer function (see
Fig. 3)

(E).LF).IG),[H) =aeroelastic system matrices

Jo SeoniSa = coéfficients of the denominator

polynomial in an actuator transfer
function (see Fig. 3)

Fix) = objective function

g1 = vector of behavior-constraint functions
G. = aileron gain (see Fig. 7)

(X1 = stiffness matrix

tk1 =aerodynamically modified stiffness

matrix in maneuver load analysis

Presented as Paper 89-1268 at the 30th Structures, Structural Dy-
pamks, and Materials Confcrcncc. Mobile, AL, April 3-5, 1989;
received Aug, 9, 1989; revision received April 1, 1990; accepted for
publication ‘April 18, 1990. Copyright © 1989 by E. Livae. Published
by the American Institute of Aeronautics and Astronautics, Inc., with
permission,

*Graduate Research Assistant. Student Member AIAA.
*Professor of Engineering and Applied Science. Fellow AIAA.
tProfessor and Chairman, Associate Fellow AIAA.
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= aerodynamically modified stiffness
matrix in aeroservoelastic analysis

=mass matrix

=aerodynamically modified mass matrix in
aeroservoelastic analysis

=mean square value of response to gust

=reference mean square value of gust
response

= number of actuator states

=number of acrodynamic added states

=number of control law states

=number of control surface degrees of
freedom (DOF)

=number of gust filter states

=number of structural DOF

= number of sensor states

= number of aeroservoelastic states

= number of Roger lag terms

= number of Roger lag-terms added for gust

= any design variable

=load vector

=minimum state or Roger approximation
matrices

= generalized displacements

= control surface deflection

= dynamic pressure

=the vector of Laplace transformed
generalized displacements

=the Laplace transformed gust vector

= generalized aerodynamic force matrix

= white noise intensity matrix

= aerodynamic added states

= aerodynamic gust added states

= Laplace variable

=reference area

=skin thickness term

=vector of control surface excitations [see
Eq. (39)]

= flight speed

= white noise input

= vertical gust velocity

=the Laplace transformed vertical gust
velocity .




980 LIVNE, SCHMIT, AND.FRIEDMANN

[ULIVLIWL. = aeroservoelastic system matrices
{x} = state vector
X = vector of design variables
[X) =State covariance matrix
y = output
5 , = input command to an actuator
[$).{:),[®2)-  =structural response transformation
matrices
e = equivalent viscous damping
$o- = reference equivalent viscous damping
Subscripts
0 =reference value
ACT = gctuator
CO- = control Jaw
¢ = control surface
G = gust
s = structural DOF
SE = sensor
Superscripts
= gust
L = lower bound:
v = upper bound
Introduction

“HE introduction of active control technology'-¢ and com-

posite structural tailoring’-** to airplane wing design dur-
ing the last 15 years requires a re-examination of the design
practice followed in the past, which was based on a sequential,
compartmented approach,

Using the sequential approach, undesirable interactions be-
tween disciplines, which were not taken into account properly
during wing development, have resulted in expensive, some-
times lengthy, modifications and fixes.'>!¢ At the same time
there has been a growing recognition of the potential improve-
ments possible when an integrated multidisciplinary design
and synthesis approach is followed, in which all relevant disci-
plines are considered simultaneousty.'’-"

Three decades of extensive research and development have
made optimization techniques widely accepted in every major
discipline needed in wing design synthesis.?® Structural synthe-
sis has matured in the last decade and has already been used to
size complex structures under various static and dynamic be-
havior constraints including flutter and static aeroelastic con-
straints.?-3® Research carried out during the last 20 years on
control system design, active flutter suppression, and gust
alleviation has produced several alternative implementations
of optimization to active control synthesis practices.’** In the
aerodynamic field, optimjzation has been used to synthesize
wing camber, cross section, and planform to achieve desirable
aerodynamic characteristics and performance, -3

The growing confidence in modern analysis techniques and
disciplinary optimization has led to a departure from conven-
tional designs. It has become apparent that multidisciplinary
interactions must be taken into account to prevent failure and
to extract maximum benefits from the design freedom offered
by a truly integrated approach. During the last decade, control
augmented structural synthesis has emerged as an important
research area.’™% Initial results, for wing design, have been
recently reported emphasizing the multidisciplinary struc-
tural/aerodynamic synthesis of wings.®’-”" An initial study of
the aeroservoelastic optimization problem, namely the simul-
tancous synthesis of wing structures and their active control
systems, was also reported recently.” Methods for control law
and control system performance sensitivity analysis with re-
spect to structural and control system parameters have also
been reported in recent years as a precursor to the application
of multilevel decomposition techniques for design optimiza-
tion.™? An approach to the integrated handling qualities/

J. AIRCRAFT

aeroelastic stability design problem is given in Ref. 76. Para.
metric studies reported in Refs. 7> and 78 further highlight the
importance of multidisciplinary design considerations for
practical fighter wings. An integrated approach to the opti-
mization of airplane configuration and control system was
presented in Refs. 79 and 80 using simplified mathematical
models. However, the -application of modern optimization
techniques to- wing design involving a diverse mix of con-

straints based on analyses from several disciplines (structures,

structural dynamics, -aeroelasticity, aerodynamics, control,
handling qualities) has not yet been treated in 2 comprehensive
and realistic manner.

The purpose of this paper is t0_outline a unified framework
for multidisciplinary wing synthesis. It contains a description
of a set of techniques for analysis and behavior sensitivity
analysis of actively controlled fiber composite wings, which

will-facilitate-integrated design optimization. Several aspects.

of structural, aerodynamic, and control system modeling are
discussed. Computational efficiency and accuracy of-approxi-
mations for arich variety of behavior constraints are exam-
ined. The paper lays the foundation for the application of
approximation concepts and optimization-techniques to prac-
tical contro! augmented.aeroelastic wing design.

The-Complexity and Multidisciplinary
Nature of Wing Design

The set of-wing design descriptors, whose elements consist:

of preassigned parameters and design vanables,® 15 shown in
Fig. 1. Discussion is limited to wings-operating in the sub-
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sonic to low-supersonic flight speeds, so that thermal effects
can be neglected. A given set of design descriptors completely
defines a particular wing design. Which of the descriptors.will
be preassigned parameters and which will be used as design
varijables depends on.the level'of application for optimization
techniques in the hierarchy described-in Ref. 22, namely,
whether the-design space includes sizing, configuration (ge-
ometry), or-topological design variables. The set-of behavior
functions, from which constraints aud-objectives will be se-
lected, can-be divided into two categories (Fig. 2). Primary
(system level) behavior functions are those perfonnance mea-
sures that determine the overall quality and competitiveness of
the wing. Sccondary (subsystem level) behavior functions are
the behavior functions that must be taken into account during
the design to'guarantee the prevention of failure in all possible
failure modes and to introduce known constraints on subsys-
tem performance, These are the means necessary to achieve
the overall design goals and should ideally be-*‘transparent”
compared with real design cbjectives, although sometimes
there can be'strong correlation-between:a secondary behavior
and a primary behavior function (e.g., mass.and airplane
performance).

The impoitance of multidisciplinary “interactions in wing
design is evident from Figs. 1.and 2. Structural topology,
shape and sizing; control system topology, control law trans-
fer-function-order, and gain-values; as well as aerodynamic
conﬁguration layout, jig shape, and-control surface deflec-
tions in maneuvers all interact to achieve desired wing perfor-
mance while énsuring structural integrity, aeroservoelastic sta-
bility, ride comfort, and good handling qualities. 82-93

The design synthesis problem can be cast in a mathematical
programming form:

min \x; F(1X)) 8))
s.t. {g)si0})

(Xt}s(X)s(XY)

To overcome the inherent complexity and to address the
computationally intensive nature of this problem, two ap-
proaches have been suggested in the literature, The first ap-
proach is based on the application of multilevel decomposition
techniques ~>mbined with existing tools for detailed analysis
and- sensitivity analysis for each of -the disciplines. The
secend approach secks 1o gain some insight into the nature of
the problem by using highly simplified mathematical models
or simple airplane configurations for structural, aerodynamic,
and control system-analysis.’2.79.80

Modeling Considerations

Structoral and Aerodynamic Modeling

In Ref. 20, Ashley points out that a considerable part of the
research done on wing optimization has been based on models
that.are *‘a long way from the complicated, built up lifting
surfaces of real aircraft with their multiple design criteria and
constraints.” He warns that “‘very undesirable consequences
can result from -the omission or careless handling of con-
straints,’’ and this warning is particularly relevant for mul-
tidisciplinary synthesis, where only limited experience exists
to guide the designer, and intuition may sometimes be
misleading.

The prevalent structural beam/aerodynamic strip models
used for basic research in aeroelasticity are often inadequate
when it comes to synthesizing real wings.%% More realistic
models are needed. At the same time, detailed finite element
models and Computational Fluid Dynamics (CFD) aerody-
namic techniques are still computationally too expensive to
use within the inner Joop of a multidisciplinary synthesis ap-
proach. Thus, it is necessary to bridge the gap between the

“highly idealized and the very detailed modeling alternatives by
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introducing balanced analysis and design optimization models
that capture essential behavior characteristics, without making

-the integrated muludxscxphnary design optimization task in.

tractable.

The integrated optimum design capability-outlined- here 15
based on modeling and analysis techniques for the required
disciplines, which-are consistent with each other in terms of
accuracy-and efﬁciency and, thus, lead to a=balanzed-ireat.
ment of practical-wings. In the structures area, a rather gen.

_eral equivalent piate analysis, which builds on the basic ideas

undcrlymg the Aerodynamic Tailoring and Structural Opu-

-mization:(T50) computer-code’¥: and incorporates add:-

tional recent developments due to- Giles,”%9 is used, The
equ:valent plate approach for structural modclmg of low as-

_pect ratio wings has been known for many years, It was Giles,
-however, who showed that, using-pressnt day computers, a
-single high-order- power series can be used for-approximating

displacements over wing planforms made of several:trape-
zoidal segments to obtain-accurate stress as well as displace-

-ment information. Stresses in spar and rib caps can be calcu-

lated in addition to composite skin-stresses. Configurations
made of several .plate segments attached to-each other via
springs accounting-for attachment stiffness and actuator suff.
ness can be analyzed to simulate wing/control surface-config-
urations. The simplicity of manipulating simple power series
leads to analytic rather than numerical integ.ation for the
mass and stiffness expressions. With the carefu} organizanon
of computer storage space and ordering of calculations, major
savings in computation times and-core storage requirements
can be achieved.

In the-work described here, the equivalent_plate structural
analysis documented in Ref, 98 is integrated with the Piece-
wise Continuous Kernel Function Method (PCKFM) devel-
oped by Nissim and Lottati for lifting surface unsteady aero-
dynamics.'®-1% Lifting surface unsteady aerodynamics'®:-'%
has served as-the basic acrodynamic modeling tool for the
flutter analysis of airplanes since the 1960s. The PCKFM
combines:the power of the doublet lattice method in dealing
with pressure singularities with the accuracy and speed of the
kernel function method. Extensive numerical experimentation
has demonstrated'® that PCKFM is accurate and converges
rapidly. For configurations involving control surfaces, it can
take narrow gaps into account, is faster than lattice methods,
and is more accurate in the calculation of control surface
hinge moments. Thus, it is particularly suitable for calculating
the generalized unsteady air loads (on lifting surfaces made up
of wing and control surface elements) that are needed for
active flutter suppression and gust alleviation studies.

The combination of modern zquivalent plate structural
modeling and PCKFM lifting surface acrodynamics is thought
to be adequate for the preliminary design of airplane wings
and for the exploratory venture into multidisciplinary practi-
cal wing synthesis. In addition to a reliable prediction of
flutter results and static aeroelastic effects, useful hinge mo-
ment'® and induced drag predictions'*™1% can be expected for
subsonic and supersonic small angle-of-attack fight. The
analysis is adequate for addressing flight stability and contro!
problems of the elastic airplane.'® Its aerodynamic predic-
tions might be improved by using correction factor techniques
if any measured data are available.

Finite-Dimensions! State Space Modeling of Unsteady Aerodymamics

It is suggested in the literature that acroservoelastic stability
analysis can be successfully based on the p-k method using
generalized aerodynamic force matrices computed for simple
harmonic motion.’”119 However, when the optimization of the
design for aeroservoelastic stability is addressed and modern
control techniques are to be implemented, it is necessary to
cast the aeroelastic equations of motion in Linear Time Invan-
ant (LTI) state space form. It then follows that some approx-
imation of the unsteady aerodynamic loads in terms of rauo-
nal functions of the Laplace variable is needed.

[TELNY e
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The method of Roger'!! has been widely used for finite-di-
mensional unsteady aerodynamic loads representation during
the past decade. A series of aerodynamic stiffness, damping,
epparent mass, and several lag terms is used to-approximate
elements of the generalized aerodynamic loads and gust force
matrices over a range of reduced frequencies. A-least-squares
fitting procedure is carried out for each element of the ma-
trices separately.

The minimum state method, developed by Karpel''? and
recently studied in Ref. 113, is found to be attractive because
it has the potential for generating accurate approximations to
unsteady generalized-aerodynamic forces, while adding only a
small number of states to the mathematical model of the
aeroservoelasiic system. It is based on an iterative fitting pro-
cess in which all terms of the generalized aerodynamic load
and gust force matrices are considered simultaneously, In
comparison with other finite-state modeling techniques, the
number of ¢:ates needed in the minimum state method appears
to be smaller for the same overall accuracy of approxima.
tion.!”? This leads to a state space model of lower order, thus
reducing core requirements and computation time.

Considering the accumulated experience and fast generation
of Roger approximations (resulting, however, in higher-order
mathematical models of the. aeroservoelastic system) vs-the
smaller-order mathematical models possible with the mini-
mum state approach (with a relative lack of experience and
time- consummg approximant ‘generation as potcnual handi-
caps), it was decided to include both methods in the present
capability as available alternatives.

Control System Modeling

The integrated aeroservoelastic system is modeled as an LTI
system. Since the number of sensors and control surfaces is
small in real airplanes, the complex, high-order laws generated
by some-multivariable control system design techniques are
avoided at this stage. A schematic block diagram of the ac-
tively controlled aeroservoelastic system is shown in Fig. 3.
Airplane motions (acceleration and angular rates) are mea-
sured by a set of sensors placed on the structure. The resulting
signals are used as inputs to the control law block which
commands control surface actuators. The control surface mo-
tions guarantee stability and desirable dynamic response of the
complete system.

The control system is completely described-by locations of
sensors and control surfaces and by the transfer functions of
the sensors, contro} laws, and actuators. Gain scheduling can
be adopted by assigning different control laws to different
flight conditions.

Optimization Considerations
Design Varisbles

Shape design variables have already received considerable
attention in wing optimization studjes.s’-7.79.8085 However, in

Control Laws
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addition-to a balanced approach to-analysis in terms of the

1nalysns techniques selected, we seek to keepa balance in Jeve|
-of optlmxzauon by focusing at present on sizing-type design

variables in all disciplines considered (Fig. 1).

Structural-Design Variables

Figure- 4 shows an airplane modeled as an assembly of
fiexible lifting surfaces. Each lifting surface is modeled as an
equivalent plate whose stiffness is controlied by contnbutions

-from thin cover skins (fiber-composite lamintes) and the inter-
-nal structure (spar and rib caps). Wing sections are connected
-to each other via stiff springs (representing hinge stiffness at
-attach points) and flexible-springs (representing the stffness

of actuators and their backup structure). Each wing section
can include several trapezoidal parts. Concentrated masses are
used to model nonstructural items and balance masses.

The vertical displacement w of each wing section 1s approx-
imated by a Ritz polynomia! series of the form

N
w(x,y,1)= E, q, (1 xm™y™ )

where x and y are chordwise and spanwise coordinates respec-
tively. The exponents m, and n, define the speafic polynomial
series used. It can be a complete polynomial.in x and-y or a
product of polynomials in x and y (see Ref. 98).

The depth of a wing saction is given by a polynomial

Na
hxy)= E. H, x"y* 3)

where the H, are preassigned parameters.
Thickness distribution of a typical skin layer is represented
by

Ny
t(xy)= E. T, xtyt @)

Rib and spar cap areas are allowed to vary linearly along their
length 9

Am)=Aoc+An (5)

Wing stiffness and mass matrix elements are hnear combina-
tions of certain area integrals over the planform, hine integrals
over spar/rib length, and polynomial terms evaluated at
points where concentrated masses are Jocated or springs are
attached.% The present equivalent plate modeling capabity®
makes it possible to efficiently analyze combined wing box/
control surface configurations. A wing assembly and a canard
or horizontal tail may be attached 1o a fuselage (modeled as a
flexible beam or a flexible plate) 1o simulate complete airplane
configurations. The level of modeling detail can be selected
independently for each section. Therefore, the degree of detail
used to mode! control surfaces for analysis and synthesis is not
limited, as is the case of the TSO code.

At the present stage of research, structural topology, shape,
and material properties are preassigned; however, skin-layer
fiber orientations are available as design variables. For skin-

composite skin

atlachment
spar caps sprngs

Fig. 4 Airplape as an sssembly of equivalent plates,
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layer thicknesses [Eq. (4)] the coefficients of the thickness
power series serve as design variables. This guarantees smooth
thickness variation for cach-layer. For spar and rib cap areas
[Eq. (5)], two coefficients are used as de "3n variables for each
spar or rib. Concentrated masses at preassigned locations-and
spring constants for linear and rotational springs can also be
treated as design variables.

Aerodynamic and Control System Design Variables

Wing cross section, aerodynamic planfurm,-and topology
are-preassigned here: Performance and loads in quasistatic
maneuvers can be influenced by designing the jig shape (imitial
camber) of the wing and by proper deflection of-leading-edge
and-trailing-edge control surfaces. The initial camber of the
wing is given by a series

Ne
wo(x, y,t) = E. ql(r) xmy™ 6)

where the powers m, and #, are identical to those in Eq. (2),
and any subset of the coefficients @0 can serve as design
variables. The deflections of control surfaces for each distinct
maneuver point are also available as separate design vaniables.

The control system design variables at the lowest level in the
hierarchy (analogous to sizing) are the coefficients of numera-
tor and denominator-of control law transfer functions. Con-
trol-surface locations, sensor locations, topoiogy of the con-
trol system, and order of .numerator and denominator
polynomtals in the transfer functions are preassigned. It is also
assumed that sensor and actuator transfer functions are preas-
signed, although the formulation 1s sufficiently general so as
to allow the treatment_of their numerator and denominator
coefficients as addiuonal design variables.

The set of design variables treated spans three disciphnes,
namely structures, aerodynamics, and control. The design
space is thus opened up to include sizing level design variables
from all three disciplines simultaneously.

Behavior Functions

In order to provide for a rich variety of constraints and
alternative objective functions, the following analysis capabil-
ities are included.

1) Static *'maneuver load' analysis (static aeroelastic de-
flection and stress calculations for the elastic airplane in ma-
neuver), maneuvers include symmetric pull-ups (defined by
Mach number, altitude, and load factor) or steady rolling
maneuvers (defined by Mach number, altitude, and roll rate).
In addition to elastic deflecuons and stresses, the control
surface deflections and hinge moments needed for the maneu-
vers are calculated.

2) Static '‘given loads'' analysis (static deflection and stress
calculations for the cantilevered wing under a set of prescribed
loads). the loads are assumed independent of the structural
design and do not change in the course of wing synthesis. This
option is imporiant for cases where linear acrodynamic theory
1s inadequate, forcing the use of experimental data.

3) Natural frequency and mode shape analysis. natural fre-
quencies and mode shapes are obtained for different sets of
buundary conditions (this facilitates generation of separate
symmctric or antisymmetric modes).

4) Aerv.~rvoelastic stability analysis. poles of the control-
augmented aulane are calculated for different level flight
condiions (defineu by specifying Mach number and alttude).

5) Gust response anai, sis. root-mean-square (rms) values of
control surface rotations and rates and rms values of selected
sensor measurements due to cuatinuous atmospheric turbu-
lence are calculated for different flight conditions.

6) Drag analysis. induced drag is calculated for the elastic
Lift distribution during maneuvers. Drag values assuming ei-
ther full leading-edge suction (fully attached flow) or no lead-
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ing-edge suction (separated flow at the leading edge) or a
combination of these?®¥ are available.

With the integrated analysis capability that has been deve..
oped, the following behavior functions can be evaluated. elas
tic displacements; elastic twist, spar/nb-czp stresses, sk
combined stress failure criteria''¥; natural frequencies, real
and imaginary_parts of aeroservoelastic poles; rms values of
random control-surface rotations-and rates due to gust; rms
values of sensor measurements-in gust; total mass; lift and
drag coefficients; control surface rotations; and hinge mo-
ments in maneuvers. It should also be noted that roll rate or
load factor at a-particular altitude and Mach number can be
treated as design variables; therefore, they_can be maximized
or constrained.

Control surface effectiveness is not addressed directly at this
stage, The synthesis emphasizes sustaining a desired roll rate
or load_factor while keeping hinge moments, control surface
deflections, and stresses within allowable bounds.

Acroservoelastic stability is guaranteed by providing ade-
quate damping.at each flutter critical aeroservoelastic pole
throughout the-flight envelope.!'? Handling qualities can be
preliminarily addressed via inequality constraints on the aero-
servoelastic pole-locations (c.g8., short-period root_placement)
and pilot-seat acceleration due to-atmospheric turbulence ¥
The contro! surface deflection needed for trim and overall
performance in a given-maneuver and its rms activity due to
gusts can be combined to ensure that no saturation occurs.” %

Any -of the behavior functions or their-combinations can
serve as objective functions. Possible aitérnatives are mass,
drag (to be minimized), steady roll rate, ft-to-drag ratio (to
be maximized), or a combination-of these.

The present analysis capability offers a rich variety of be-
havior functions for wing design synthesis Thus, the interac-
tion among structure, control, aerodynamics, handling qual;-
ties, and airplane performance can be taken into-account 1n an
integrated manner.

Approach to Integrated Optimization

Once the preassigned parameters, design variables, failure
modes, load conditions, and objective function are selected,
the integrated optimizaticn problem can be cast as a nonlinear
programming problem having the form of Eq (1)

The nonlinear programming approach combined with ap-
proximation concepts (NLP/AC approach) has prosven to be
an effective method for solving structura' synthesis prob-
lems,2"22 and here it will be adapted to the m_"tidisciplinary
design optimization task. In this method . relatively few de-
tailed analyses are carried out during optimization. Each anal-
ysis and the associated behavior sensitivity analysis serve as a
basis for constructing approximations to the objective and
constraint functions in terms of the design variables. Thus, a
series of explicit approximate optimization problems is solved
converging to an optimal design.

The main advantage of the NLP formulation is its general-
ity. No a priori assumptions have to be made about the set of
active constraints at the optimum Given an initial design, a
lacal optimum is sought using mathematical programming
techniques. Thus, it is especially suitable for multidisciplinary
optimization, where the problem is large and complicated and
past experience does not provide much intuitive guidance
However, for the NLP approach to be practical, it is crucial 1o
avoid too many-detailed analyses. Success in this regard de-
pends on efficient analysis/sensitivity calculations and on
making the explicit approximations of objeciive and con-
straint functions robust yat simple enough for efficient solu-
tion,

The use of analytic behavior sensitivities and the construs-
tion of robust approximations for behavior functions in term.
of the design variables are at the heart of the NLP AC ap-
proach. Duning the past two decades, approximation tech
niques for static deflection, stress, and natural frequency con
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straints -have been studied- extensively and are now well
established. Several-methods-for divergence and flutter con-
straint treatment have been-developed, but no experience has
been reported with the aeroservoelastic poles of an actively
controlled airplane,-the rms of the response to random gusts,
or hinge moments of a flexible control surface on an elastic

‘wing. It should be pointed out that in-maneuver load analysis

the loads acting on the airplane are functions of the design
variables via static -aeroelasticity as well as through inertial
effects. The right side (P} of the matrix equation

Ki(g1=(P) ™

(where X is a stiffness matrix-modified by aerodynamic terms
corresponding to structural and control surface motions) thus
depends-on the structural design variables, -whereas in the
classical given loads analysis, the right side {P }-1s fixed. Thus,
the success of approximations using reciprocal variables (Ref.
116) for stress and static deflection in static analysis is not
guaranteed in maneuver load-analysis, and alternative approx-
imations have to be carefully examined.

Some aspects of maneuver load and drag -analysis- have
already been discussed in the literature within the framework
of integrated wing optimizaiion.?® 376870 In the following we
will, therefore, focus on the aeroservoelastic and gust response
analysis and behavior sencitivity calculations.

Aeroservoelastic Analysis

As pointed out in Ref. 117, all time-dependent phenomena
of the elastic airplane are governed. by a universal set of
equations of motion, wherein only the right side (representing
the input) varies in proceeding from one phenomenon to the
next. Indeed a measure of multidisciplinary integration of
analysis techniques, concepts, and terminology is needed even
before multidisciplinary optimization is addressed.

Several steps in this direction have been taken in the
past. 8121 However, almost 20 years after the publication of
Ref. 118, still no particular approach to the dynamics of the
deformable airplane is universally accepted. The analysis here
for time-dependent problems is based on the widely used set of
linearized equations for small perturbations of elastic airplane
motion with respect=io constant speed, level flight. 12127 Al.
though perturbations i the longitudinal direction are not
taken into account at this stage, the analysis is adequate for
addressing basic stability and control as well as aeroservoelas.
tic problems of highly augmented airplanes in the context of
preliminary design.®?

Aeroelastic Mode)

Assuming small perturbations from a steady level flight, the
Laplace transformed equations of motion for the elastic air-
plane are

{[M]s?+([C)s +1K1) [g(s)}
—qgpS[Q(NIg(s)) =gpS[Qc(s)) ——

The vector of displacements can be cxprcsscd in terms of n,
structural response DOF and n, control surface deflections:

qS
= - 9

and the equations of motion corresponding to the structural
DOF are partitioned accordingly to yield

[[(My)52+ [Cols + (K]} gs ]+ { IMyc)s? + [Ci)s

G(S)

®)

+ K )1 1gc ) = q0S[0:())] (95 )

—qDSIQu(s)mq,w%s (Q6:(5)) wo(s) (10)
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The finite-dimensional-approximation to the Laplace trans-
formed generalized unsteady loads using the Roger ap-
proach!»11 is of the form

la Ny

[Q(s))=53(P)) +5[P3) + [Py) + E (P.s)

1.
(s+ b) b
In the minimum state method,'" ' the functional dependence
of the- gcncra.hzed acrodynamic force matrix on the Laplace
variable is approximated-by a rational expression of the form.

[Q(s)) = [P\)s?+ [Pals + [Ps] + [Pal s/ l-—lPsl] “'RJs (12)

The finite-dimensional Roger approximation of the Laplace
transformed generalized -unsteady gust Joads used-1s of the
form

In Ny

1Qc(s)) =sIPF1+ PP + E IPS)) (13)

(s+b°)

The minimum -state approximauon used for the gust load
vectoris

[Qa())= [Pfls + (PF1+ [PAI[s1) = [PA)] (POl 114).

(Note that the notation [P] is used to denote matrices associ-
ated with unsteady aerodynamics finite-dimensional statc
space approximations. However, the matnces [P;) and 1PF)
(/ 24) have different meanings depending on whether the
Roger or minimum State approximation 1s used.)

Partitioning the acrodynamic matnices associated with
structural DOF according to Eq. (9) leads to a Roger approx-
imation of the-form

10%(5),Q%(s)) = s} [P, P{) + s|PF P} + | PP}

Ie Nt

+ L

Y [FI‘;- Py

(13)

and to a minimum $tate partitioned approximation of the
form

Q=)= [PF)s?+ [PPls + [P)+ [PDIsI - P51 'IPJs  (16)

[Q%(s)) = [PyIs?+ [P3s + [P + [Pls] - P~ 'IPAs

In the above expressions, [P{,[P§),[Py] are aerodynamuc
apparent mass, damping, and stiffness matrices, respectively.
Their dimensions are (n; x n,). {P&),IPF).IP5) are aerody-
namic apparent mass, damping, and stiffness matrices, respec-
tively, associated with the coupling terms between control
surface and structural motion. Their dimensions are (n, x n.).

Aerodynamic states are now introduced as follows. For the

Roger approximation
q,}
fry Pl
P

G) lPﬁ,]WG(S)

an

{ri(s)) = (18)

S
(s+by)

{rfes)) = (19)

Acrodynamic states for the minimum state meihod are in-
troduced as

5
(r6)) = [st1-1P1] - 1% PDs {ZJB (20)
(79651 = [s17)- 1PAY] ~UPEIwG(s) 1)
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Thus,-in the Roger approximation, the state space equations.
for- the added -aerodynamic states associated with structural
deflection are

st = =brf () +P3,Istg: ) + IPE )slg:) (22)

and in the minimum state approximation
s =P ()] + [Pis {9:05)) + [Pis (g.(s))  (23)

Two vertical-wind gust state space_models are available-in
the literature for random gust response calculations. These are
the Dryden®® model and anv rational-approximation to the
von-Karman'*#'¥ model: In both cases a gust filter, repre-
sented-by a strictly proper transfer function, is used to trans-
form -a Gaussian zero mean white noise input w into the
vertical gust speed-wg with a given power spectral density and
rms. A state space description of the gust input is-thus of the
form

slxg)=[Aglixg} + [Bglw (24)
we(s)=[Cslixc) (25)
5 wg(s)=[CcllAglixg) +ICc){Bs 1w (26)

If aerodynamically augmented mass, damping, and stiffness
matrices are now-introduced’in the form

My =M, —-qpSPY @7
Cy=Cy~qpSP§ (28)
Ry =Ky —qpSP§ 29
M, =M, —qpSP¥ (30)
€. =Ci ~qpSPYF (31
Ry =K, —qpSP¥ (32)

(K, and C,. are zero)

and five subvectors of the state vector {x] are defined as

() =g} (33).
(X} =5(g;) (34)
{x) ={xs] (35
(x=1r4) (36)
(x5) = (9] (37)

then after substitution of Eqs. (11-32) into Eq. (10), the
structural and unsteady aerodynamic part of the integrated
equations of motion can be written in matrix form as

sE)(x)=[Fllx} +IGl{u}+ (H]w (38

where [u ] is a vector of control surface cxcitations

Qe
fu)=9 sq. (39)
siq.

while [E],[F].[G], and {H | are matrices whose elements de-
pend on structural, aerodynamic, and gust filter terms. Equa-
tions (38) are the Laplace transformed equations for the struc-
tural and acrodynamic states. To complete the state space
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formulation of-this problem, the feedback expression relating
the-control surface motion [g(s)} to the structural motions
(q!(s)], {5g:(5)], [s%gs(s)} is used to close the control [oops,

Control System

The actual displacements, velocities, and accelerations-at a
set of points on the structure are given by

(ystr(s)) = [[®ol + [#1)s + [$2)s?} {g(s)) (40)

The_matrices-$,, &, &,-are determined by the location. of
measurement points on-the structure. Actual-structural re-
sponses are measured by a set of sensors whose output signals
serve as input-to control-laws, These control laws generate
input commands {$) to the actuators. The n, commands,.s,,
are synthesized to serve as input to_n. actuators.

A-typical control law transfer function is given by

ﬂ_bns"‘*'b _|S"—l+ ..... +bo
Ysei ST dno)S"V H o+ dp

(41)

where ysg; is the input signal to the control clement. The state
equations for a single control law-are given by

00 —dp
l 0 -dl
01 . -d
5[xcol = * | xco) (42)
09 . "dn-l
r L N
do by
d| b|
+2 bn ’ ) \ JSEs
dn-l bn-l
" - - = = J
6;={000: .- =1}{xcol + ba yse: (43)

where d, and b, are the transfer function denorainator and
numerator coefficients. When all control laws are assembled,
the multi-input multi-output control block controlling several
wduators is repracanted by

slxcol = [Acolixco} + [Beollyse] (44)

{6} = [Ceol{xco) + [Deol {¥se) (45)

Sensor and actuator transfer functions «re assumed to have
denominators of higher order than their numerators. When
several sensors are present, the state space model relating the
sensor states {xse}, the sensor outputs {yce ). and the actual
structural response {ysyr} is

5 [xse) = (Ase}{xse ) + [Bse) [ystr] (46)

{rse) =1Csellxse) 47

The state space model relating the sensor states [xse). the
sensor outputs [ysel, and the actual response [ysra] 15 [see
Eqgs. (33), (34), (40), and (47)].
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§ {xse) = [Ase) (xse ) + [Bs) (1) (%))
+[®1){x] +[$5)[x3)) (48)
The state space model of the actuators is givea by

s {xact) = [Aactllxact) +Bactl 6] (49)
{gc ) = [Cactllxact) (50)

where {g.] is the_control surface deflection (assumi »
versible-surfaces). The matrices [Acols [Beols [Der,s-  *5y ),
[Bsel, lAact), and [Bacy) depend on the design vast~* e 7,

ciated with the control system:-through reiaticns -,

Eqs. (42) and (43). Using Eqs. (44-50), the coir.' sf-or
excitation vector {u] [see Eq. (39)} can-now-be ey s5i3 .0

terms of-structural, aerodynamic, and control sysiem stz=<3 as
follows:

(ge ) ={CactllxacT) 1)

51gc) = [CacrllAnct) xact) +[CactlBact){Ceol Lxes !

+ [Cact)IBact)IDeolCse) (xse ) (52)
5% 19c ) = [CactlIBact)Deol [Cse][Bse)

X (190} (g5} + [®1)s (g, ) + [22)5%( g, ))

+[CactllAactixact) + [Cactl(4act)Bact)Deol Cse)

+ [BacT)ICeollBcol [Cse) + [BactllDeol [CsellAse))

X (x5e] + [Cact)([Aact)Bact] [ Ceo)

+ [Bact)[CeollAcol) (xco) (53)

Complete System

The state veciur of the whole syst. = is partstioned nto eight
subvectors. The following subsvect. - ~re added to the five
which have been already dsfined in 2gs. (33-37).

(Xs) = {xact)(acr X 1) (54)
(X7} = {xsg}(mge x 1) (55)
{xs] = [xco}(ncox 1) -(56)

Assembly of the state space models of the structure, sensors,
actuators, control block, and approximate unsteady load and
gust acrodynamics leads to the closed-loop state space equa-
tions of-the complete system:

sUHx@ =V x(s))+ (W)w 57)
The order of the system is given by

Ngys=2 N +Nact+ Nsg+ Neo+ NG + Nagr (58)

When N, lag terms are used, then i the case of Roger approx-
imation

nagr=N,n,+ NF
and in the case of minimum state approximation
nasr =M+ NF
The considerable saving in terms of added aerodynamic states

with the minimum state approach is now evident, since with
the Roger approximation :he number of added states 15 a

3. AIRCRAFT

product of-the number of lag terms used to fit-the data [Eq.
(11)] times the number of structural DOF used;

Dependence of Systern Matrices on the Design Variables
Examine=the (£}, [F], [G), and:[H] matrices of Eq. (38).
When augmented by the control system state space equations

‘for the control system states [Eqs. (44), (48), and (49)) and if

full-order structural matrices are used (no modal reduction),
then each of these matrices is a lincar combination of struc-

‘tural, aerodynamic, and products. of control system terms.

The transformation matrix relating system states x| to con-
trol excitations {u) [Eqgs. (51-53)) depends only on control
system parameters (no modal reduction). Substitution of Eqs.
(51-53) into Eq. (38) shows that the elemen.s of the [U]), [¥],

-and { W] matrices of Eq. {57) are of the form

(S1)y +(A41),+{C1); +(52),(C2), + (A2),,(C3),  (59)

The structural mass and stiffness-terms 51, S2 depend only
on structural design. variables, whereas the control system
mutrices C1, C2, C3 depend only-on control system design
variables via the state space models-of actuators, sensors, and
control laws. Since wing cross section and planform shape are
preassigned-at present, when full-order stiffness and mass
matrices are_used, the acrodynamic terms associated with gen-
eralized unsteady loads and gust forces do not change with a
change in.design variables. When moda' reduction is used to
reduce the order of the system matrices, then a fixed modes
approach is-adopted here!*® resulting in fixed aerodynamic
terms for the modally reduced models also. Modal reduction is
further diccussed in the next section.

Full-Order and Reduced-Order Models

With -the equivalent plate approach, the structural model
may include a relatively small number of DOF when compared
to convertional finite element models. These are generalized
displacements associated with the Ritz polynomials, The gen-
eralized acrodynamic matrices are calculated for the same set
of Ritz polynomials used in Eq. (2). Thus, the aeroservoelastic
stability analysis can be done with a full order model, ixclud-
ing the full-order mass, stiffness, and aerodynamic matrices or
by order reduction based on a small number of normal modes.

1f a Roger or-a minimum state approximation can be found
that will accurately fit the full-order aerodynamic matrices
with a small number of lag terms, then these approxiniation
matrices can be used in the seroservoelastic stability analysis
cven with modal reduction. They just have to be premuliiplied
2nd postmuitiplied by the generalized mode shapes in order to
have the approvimation to the modally reduced aerodynamic
matrices. Although the number of structural DOF might dif-
fer significantly between full-order-and modal analysis, the
number of aerodynamic states is-the same when both ap-
proaches are based on the same minimum state approximation
to the full-order acrodynamic matrices. If the Roger approxi-
mation is used, the number of added acrodynami: statey in-
creases with any increase in the number of modes used for
reduction. This produces very large models when many modes
or a full-order analysis are used. Another possibility is first to
modally reduce the frequency-dependent unsteady aerody-
namic matrices using modes that are penodically updated
after a given number of zualysis/sentitivity optimization cy-
cles. Then it might be possible to fit these reduced matrices
using fewer lag terms than the number needed to fit the
full-order matrices. If a smaller number of lag terms can thus
be used, this will reduce the dimensions of the L', ¥ matnces
in Eq. (57), compared to their dimensionality in a modal
approach, which uses p:egenerated full-order aerodynamic
matrices. However, rather than preparing the full-order aero-
Gynamic approximantes only once before any syntheus siars,
in the latter case 1t would be necessary to generate acrods-
namic agproxamants each tume the set of modes used as g bag;y




-

o o —— ——

o - n — e —

DECEMBER IVU ~ — 7 7 T oo FIBEKCUMTIUSITE WIYOD - —957

" for modal reduction is changed during the synthesis. All of the

modal. _reduction/unsteady-aerodynamic appro:umauon alter-
natives described so far-have been-included-in the present
capability. However, their-comparative assessment is beyond
the-scope of- this paper.

When full-order aerodynamic matrices are.used, they are
generated once for the Ritz funcnons employed in the struc-
tural analysis, and they ar¢invariasnt with respect to changes in
either structural sizing or control-system design variables.
When-modal reduction is-used, the:mode shapes are periodi-
cally updated after a ngen number of analysis steps and so are
the aerodynamn. matrices and their finite-dimensional rational
approximationz. Nevertheless, in-eigenvaluezsensitivity-calcu.
lations, the derivatives of all reduved-order matrices are deter-
mined using a fixed-mode approuch:!*® This might require the
use of more modes in order to obtain good sensitivity informa-
tion. In summary, the derivatives of the aerodynamic matrices
with respect to structural-or control system design variables
are zero for the full-order case, and they are assumed zero for
the reduced-order case.

The derivativt . 3U/3p;. 8V/dp_can be calculated analyti-
caily for either=e:ructural or “controi system:dasipn- variables
(p) by d:fferenmmg Eq. (59). The gust load vector :{ W)
depends only on gust filter and aerodynamic design variables,
and-therefore its partial derivative with respect to p vanishes.

Stability is examined by computing the eigenvalues-of the
generalized eigenvalue problem:

AUPN ] =V PN} (60)

Sensitivity of eigenvalues with respect_to structural and con-
trol system design variables is given by

Ve @

where ¢ and ¢ dre left and right eigenvectors, respectively.

Gust Response Analysis and Sensitivity

In additionto several publications addressing it 1. the con-
text -of active control technology, 639 uirplane response to
random atmospheric turbulence has already been discussed in
the context of structural optimization.!*:132 Here, attention is
focused on the rms values of control surface rotations {g. },
rates (g, ), and sensor measurements {yse}.

S IR
5 i —
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Fig. S5 Lightweight fighter structural model.

The state space equations-[Eq. (57))-are transformed into

-standard-fonn

s (x(s)) = [4)(x(5)) + (B)w(s) (62)

“Since only [g.}, s[qg}, and:{yse] are considered; [Egs. (47),

(51), and (52)), it-follows that each-output considered y, 15
given by

Ye={Ce)T(x) (63)

where [C, } is either constant or a function of control system
design variables.

The state covariance matrix i¢ a solution of-a-Lyapunov’s
matrix equation?>in the form

A1XT+ IX)4) =~ (B)IQ1(B)T {64)

where [Q,] is the intensity matrix of thy Gaussian white noise
w. Sensitivity of the covariance matrix [X} with-respect to a
design variable p is calculated by differentiating Eq. (64):

x| [ax (aBl)r
lil[a—p] + [a—] [4)7= ~2(81lQn1{5—ﬂ

- 2]~ [£ 3

and finally the derivative of-the (rms)? of y, is calculated:by
differentiation of-the covariance expressions based on-Eqs.
(47), (51), and-(52). It should be noted that

A1=[U1-'n (66)
(BYy=[U)""{W) (67)

and-
W B

from which it follows that
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Fig. 6 Lightwelght fighter acrodyramic modd.
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and

Y] faw au
{s;} =l '[;;—a—,,é] (10)

The Hessenberg-Schur.method of Ref. 134 is used to solve
both Egs. (64) and (65).-Note that after the analysss is carried
out, the matrices [4), {4]7 are already reduced to Hessenberg
and Schur forms. Therefore, the sensitivity calculations of Eq.
(65) are equivalent to adding right sides to Eq. (64).

Numerical Examples

Actlvely Controlied Lightweight Fighter Test Model

Structural and aerodynamic models of a lightweight fighter
sirplane are shown in Figs. $ and 6. The airplane is similar to
the YF-16, and the construction of its mathematical model
was guided by Refs. 29, 135, and 136. It is different.than an
actual YF-16. Vertica! tail and ventral fins are not included.
The iuselage and horizoatal il are assumed rigid. There is no
leading-edge flap The wing has a biconvex (about 4% thick-
ness-to-chord ratio) airfoil. It is made of aluminum skins and
an array of spars and ribs. A flexible aileron and a rigid tip
launcher/missile assembly are attached to the wing using
springs The configuration &nalyzed weighes 20,000 Ib and is
statically unstable.

The roll channel of the flight control system is shown in Fig.
7. It is based-on the YF-16 roll channel (Refs. 12, 135, and
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E
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1ag 8 228
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Fig. 9 Approximations of missile pitch root damping (varisble roll.
loop gain).
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136). The lightweight fighter model used here is intended to
illustrate the well-known YF-16 aeroservoelastic roll instabil-
ity (Refs. 12, 13, and135). Lack of sufficient data precluded
a more refined simulation of the YF-16. However,-the model
-used here is representative of a typical fighter airplane and is
quite complex in its detail.

Two mechanisms of instability, similar to those encountered
in the YF-.]16, exist here. As the aileron -gain Fy, (Fig. 7) is
increased, a 6.5 Hz instability appears associated with a mis-
sile pitch mode. With a further increase of F,, a second
instability appears at 3.5 Hz associated with the rigid-body roll
mode. Mach 0.9 aerodynamics for antisymmetric motion at
20,000 f1 is used in the stability calculations. Since the original
airplane is unstable at this point, it is artifitially stabilized here
by reducing the gain F, and adding inherent damping. Stabil-
ity of the model is necessary for studying gust response ap-
proximations.

Results

The multidisciplinary wing analysis/synthesis capabibty de-
scribed here has been extensively tested. Structural, aerody-
namic, aeroelastic, and aeroservoelastic results have been
compared with analysis/test data available from other
sources, and overall good correlauon was found. The anahuc
behavior sensitivities were verified by finite-difference sensi-
tivity checks. Here we emphasize some of the basic issues
associated with the feasibility of applying the NLP,AC ap-
proach to truly integrated muludiscipbnary wing synthesis.
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These are the computational speed of analysis/sensitivity.

calculations and the robustness of behavior function approxi-
mations.

-Parametric studies of the effects of design variable varia-
tions on acroseryoelastic poles are presented in Figs. 8 and 9.
Figure 8 shows the variation of the damping ratio { of the
mussile pitch mode with a typical structural thickness design

-variable. In Fig. 9 the damping-varies with a typical control

system design variable. the gain (F,) (Fig. 7). In both figures
the desigh variable is varied over a wide range of values. In
practical optimization, move limits will be imposed on design
variables to ensure accuracy of-behavior function approxima-
tions. When move limits of 30% are used, both-direct and
reciprocal Taylor series representations’'® yield reasonable ap-
proximations. Thus, hybrid approximations seem adequate
for. explicit- representations of- aeroservoelastic pole con-
straints.

Figure 10 shows the variation of the aileron mean square-

deflection due to atmospheric turbulence-when the-gain F,, is
varied. As-the missile-pitch mode is destabilized (Fig. 9), the
gust response increases sharply. Away from the stability
boundary, the mean square (ms) aileron deflection is well-ap-
proximated by either a hnear or reciprocal approximation with
30% move himits. Tighter move-limits might be needed near
the_stability boundary-as damping ratios approach zero. It is
expected that any optimization procedure will respond to a
decrease 1n damping and an increase in gust response by
drving the design away from damping -and gust response
constraint violations.

Constraints associated with maneuver loads are evaluated
next to determine the quality of approximatons {se¢ Eq. (7)].
The thickness of the skin on the wing inboard box 1s vaned
over a wide range of values. The variation of the aileron hinge
moment needed to sustain a desired steady-state roll at sea
level, M =0.9, 1s shown in Fig. 11. A stress constraint for a
point on the skin in-a 9 g symmetric pull-up in terms of a
quadratic stress failure criterion’** is illustrated in Fig. 12. The
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aileron hinge moment increases as aileron-effectiveness is los,
due to a decrease in wing skin thickness in Fig 11. Agz =, witt,
move limits of 30%, both linear and reciprocal app:oxima-
tions work quite well. Based on the examples presented here,
it is~expected that robust approximations can be constructed
for constraints associated with a) deflection, stress, conrro!
surface trim angle, and hinge moment in given pull-up angd ro!!
maneuvers and b) acroservoelastic stability and gust resporse.
limitations in given level flight conditions Similar conside’
ations can be-expected to apply to deflection and stress co~
straints in ‘‘given-load"’ load conditions as well as natura’
frequency constraints based on the extensive study-of these
constraints within the framework of structural synthesis '
Typical CPU times for execution of an analysis/sensitivity
cycle on the lightweight fighter are given in Table 1 In this
example, three maneuver load cases and one given-load case,
symmetric and antisymmetric modes are calculated, and
aeroservoelastic stability and gust response are included for-
one level flight condition. The wing is covered by 2 grid of 8}
points for deflection and stress calculations A totai of 3222
constraints and all of their sensitivities with respect to 40
structural, acrodynamic, and control system design variables
are calculated in about 7 min. The constraints include a com
prehensive mix of gauge, slope, displacement, stress, natural
frequency, aeroservoelastic pole, gust response, drag. hinge
moment, and-control surface travel constraints As Table |
shows, the major part of the computation time in one analy-
sis/sensitivity cycle is spent on the behavior-sensitivity calcula
tions. Constraint deletion® strategies will reduce this time
considerably by retaining only a small subset of critical and
potentially critical constraints as drivers in each approximate
problem formulation. Only sensitivities of the retained con
straints are needed, and CPU time for one detailed analysis®
sensitivity/approximate problem generation stage will be re-
duced considerably. Thus, if about 10-15 derailed analyses are

normaolized skin quodrallc siress consiralnt

* . + = e} 2
AL &2 83 1.0C 3.29 147 b 3 o P
no’mMotized ¢ons'cnl term in skin thickness PO yro=~t
Fig. 12 Approximations of skin quadratic stress fallure criterionins
9 g symmeiric pull-up maneuver {varisble wing thickness).

Table ] Typical computation times, seconds

Generate M, K, and {P} 5.4

Given-load solution 0.09
Maneuver load solutions 0.3
Drag calculations 0.0%
Natural modes 4.8

Generate A, B matrices 1.53
Acroservoelastic stability analysis 18,58
Gust response analysis 11.44
Deflection, stresses calculations 0.86
Total analysis 40.12
Stess, deflection sensitivities 298,18
Natural frequency sensitivities 1.47

Acroservoelastic pole sensitivities +
gust response sensitivities 53.18
Total sensitivity 349.%5




needed for optimization based on approximation concepts
{Ref. 22), it can be anticipated that between 40-60 CPU min
will be needed on the UCLA:1BM 3050 Model 200 for inte-
grated multidisciplinary optimization-of practical wings.

Concluding Remarks

-A general framework for wing optimization has been devel-
-oped, highlighting the multidisciplinary nature of the prob-
lem. A balanced multidisciplinary wing analysis and behavior
sensitivity analysis capability has been described. Emphasis
was placed on various aspects of the aeroservoelastic problem
formulation as well as integration and testing of-the aeroelas-
tic elements of the new method. Promising results in terms of
approximation accuracy and computation times indicate that
the integrated multidisciplinary optimization of-practical-ac-
tively controlled, fiber composite wings is within reach.

Acknowledgment

This research was supported by AFOSR Contract F49620-
87-K-0003.

References

IHwang, C., and Kesler, D. F., **Aircraft Active Controls— New
Era in Design,”” Astronautics & Aeronautics, June 1983, pp. 70-85.

2Hanson, P. W., **An Acroelastician’s Perspective of Wind Tunnel
and Flight Experiences with Active Control of Structural Response
and Stability,”” NASA TM-85761, April 1984 (available from NTIS as
N84-23924).

3Newsom, J. R., Adams, W. M., Mukhopadhyay, V., Tiffany, S.
H.,and Abel 1., *‘Active Controls: A Look at Analytical Methods and
Associated Tools."” Proceedings of ithe 14th Congress of the Interna-
tional Council of the Aeronautical Sciences, Toulouse, France, 1984,
ICAS Paper 84-42.3,

“Nissim, E., "Design of Control Laws for Flutter Suppression
Based on the Aerodynamic Energy Concept and Comparisons with
Other Design Methods,” AJAA Paper 86-1212, April 1989.

SLiebst, B. S., Garrard, W. L., and Farm, J. A., "Design of a
Multivariable Flutter Suppression/Gust Load Alleviation System,"
Journal of Guidance, Control and Dynamics, Vol. 11, No. 3,
May-June 1988, pp. 220-229.

6Schmidt, D, K., and Chen, T. K., *'Frequency Domain Synthesis
of a Robust Flutter Suppression Control Law,” Journal of Guidance,
Control and Dynamics, Vol. 9, No. 3, May-June 1986, pp. 346-35].

Lynch, R. W., and Rogers, Q. A., ““Acroelastic Tailoring of
Composite Materials to Improve Performance,’ Proceedings of the
16th AIAA Structures, Structural Dynomics and Materials Confer-
ence, 1975, pp. 61-68.

$McCullers, L. A., “*Automated Design of Advanced Composite
Structures,"’ Mechanics of Composite Materials, edited by Z. Hashin,
Pergamon Press, New York, 1983.

Lansing, W., Lerner, E., and Taylor, R. F., “Applications of
Structural Optimization for Strength and Aeroelastic Design Require-
ments,”” AGARD-R-664, London, 1978.

10Shirk, M. H., Hertz, T. J., and Weisshaar, T. A., “Aeroclastic
Tailoring—~Theory, Practice, Promise,’* Journal of Aircraft, Vol. 23,
No. 1, Jan. 1986, pp. 6-18.

BWeisshaar, T. A., "*Acroelastic Tailoring—Creative Uses of Un-
usual Materials,”” AIAA Paper 87-0976-CP, April 1987.

12peloubet, R. P., "'YF16 Active Control System/Structural Dy-
namics Interaction Insiability,” AIAA Paper 75-823, May 1975,

DFelt, L. R., Huttsel, J., Noll, T. E,, and Cooley, D. E., **Aero-
servoelastic Encounters,'’ Journal of Aircrqft, Vol. 16, No. 7, July
1979, pp. 477-483.

MBrinks, W. H., "*F/A-18 Full Scale Development Test,” The
Sociely of Experimental Test Pilots 24th Symposium Proceedings,
Lancaster, CA, Dec. 1980, p. 38,

¥3Swaim, R. L.. "Acroelastic Interactions with Flight Control,”
AlAA Paper 83-2219, Aug. 1983.

}6Freyman, R., “‘Interactions Between an Aircraft Structure and
Active Control Systems,”* Journal of Guidance, Control and Dynam-
ics, Vol. 10, No. 5, Sept.-Oct. 1987, pp. 447-452.

"Tolson, R. H., and Sobieszczanski-Sobieski, J., *“Multidisci-
plinary Analysis and Synthesis: Needs and Opportunitics,’”” AIAA
Paper 85-0584.

7 TRITVCINAT S

185obieszezanski-Sobieski, J., and Hafika, R. T., *Interduci-
plinary and Mulilevel Opumum Design;"" Computer Aidec Optimal
Design: Structural and Mechanical Systems, edited by C. A, Mo
Soares, Spring-Verlag, Berlin, 1987,

WWeisshaar, T. A., Newsom, J. R., Zziler, T. A., and Gilberi, M.
G., “Integrated Structure/Control Design—Present Meihodolog:
and Future Opportunities,” 1986 Conference of the International

-Council of the Aeronautical Sciences, London, England, 1985, ICAS

Paper 84-4.8.1.
20Ashley, H., **On Making Things the Best—The Aceronautica! Uses

-of Optimization,"' Journal of Asrcraft, Vol. 19, No, 1, Jan. 1962, pz.

5-28.

21Schmit, L. A., *‘Structural Analysis—Precursor and Catalyst,*”
Recent Experiences-in Multidisciphnary -Analysss and Opumization,
NASA CP-2327, Pi. 1, 1984, pp. 1-17.

2gchmit, L A, “'Structural Optimization—Some Key Ideas and
Insights,”’ New Directions in Optimum Structural Desigr:, edsted by
E. Atrek, R H. Gallagher, K. M. Ragsdell, O. C. Zienkiewicz, Johkn
-Wiley and Sons, 1984.

BHornlein, H. R. E. M., “Takeoff in Optimum Structural De-
sign,’’ Compulter Aided Optimal Design: Structural and Meckarcal

_Systems, edited by C. A. Mota Soares, Springer-Verlag, Be:lin, 1987,

Uwilkinson, K , Markowitz, J., Lerner, E., George, D., and Baull,
S. M. “FASTOP—A Flutter and Strengih Optimization Program for

-Lifting Surface Structures,’* Journal of Aircrafi, Vol. 14, No, 6, June

1977.
BMarkowitz, J., and Isakson, G., **FASTOP3—A Strengih, De-

flection and Flutter Optimization Program for Metallic and Compos-

ite Structures,'” Air Force Fight Dynamic Lab, Wright Aeronauuca!
Laboraiories, Dayton, OH, AFFDL-TR-78-50, May 1578,
%sakson, G., Pardo, H., Lemner, E., and Venkayya, V. B,

“**ASOP3—A Program for Optimum Structura)l Design to Sausfy

Strength and Deflection Constraints,” Journol of Awrcraft, Vol 18,
No, 7, July 1978, pp. 422428,

2L emner, E., *'The Application of Practical Optimization Tech-
niques in the Preliminary Structural Design of & Forward—Swep:
Wing."” The Second Iniernational Symposium or Aeroelasticity and
Structural Dynamics, Aachen, W. Germany. Apsil 1955, DOLR.
Bericht 85-02.

UL ove, M., and Bohiman, J., “*Aeroclastic Tailoring and Inte.
grated Wing Design,” Recent Advances in Muludsciplinary Analysis
and Optimizatior, NASA CP-3031, Pi. 1, 1989, pp. 431444,

BLynch, R. W., Rogers, W. A., and Braymen, W, W', “Aceroelas-
tic Tailoring of Advanced Composite Structuses for Military Aur-
craft,”” AFFDL-TR-76-100, Vol. 1, April 1977,

30Triplets, W. E., **Aeroelastic Tailoring Studies in Fighter Aircraft
Design,’* Journal of Aircraft, Vol. 17, No. 7, July 1980, pp 508-513.

NTriplets, W. E., “Flutter Optimization in Fighter Ajrcraft De-
sign,”” Recent Experiences in Multidisciplinary Anclysis and Opn-
mizarion, NASA CP-2327, 1984, pp. 47-63.

3NHafika, R. T., “Automated Procedure for Design of Wing Struc.
tures to Satisfy Strength and Flutter Requrements,” NASA TN D.
7264, 1573.

BHaftka, R. T., "Optimization of Flexible Wing Structures Sub-
ject 10 Strength and Induced Drag Constraints,”” AJAA Journal, Vol,
15, No. 8, 1977, pp. 1101-1106.

MStarnes, J. H., Jr., and Haftka, R. T., "Prelirunary Design of
Composite Wings for Buckling, Strength and Displacement Coan-
straints,” Journol of Aircraft, Vol. 16, No. 2, 1979, pp. 564-570.

3Haftka, R. T., “Structural Optimization with Aeroclasuc Con-
straints: A Survey of US Applications,’* Internstional Journal of
Vehicle Design, Vo). 7, No. 3-4, 1986, pp. 381-392.

3] ecina, G., and Petiau, C., **Advances in Optimal Design with
Composite Materials,' Computer Aided Optimal Desigr: Structural
;ngd Mechonical Systems, edited by C. A. Mota Soares, Spripge:-Ver-

. 1987.

3"Neill, D. J., Johnson, E. H., and Canfield, R., *ASTROS—A
Multidisciplinary Automated Structural Design Tool,”” AIAA Paper
87-0713, April 1987.

3#Venkayya, V. B., “*Recent Developments in Large Scale Seruc-
tural Optimization,'* Recenr Advonces in Muliidisciphnory Anclvsys
and Optimization, NASA CP-3031, 1989, pp. 1521-1540

3Nissim, E., and Ab<l, 1., “Development and Apphicauos of an
Optimization Procedure for Flutter Suppression Using the Acrody-
namic Energy Concept,”” NASA TP-1337, Feb, 1978.

“Mayne, D. Q., Polak, E., and Sangiovanni-Vinceasel, A..
“*Computer Aided Design vis Optimizados.' Proceedings of the
IFAC Workshop on Conirol Applicatiors of Nonlinecr Progrem.
mirg, Denver, CO, June 1979.

4iGangsaas, D,, Bruce, K. R., Blight, J. D., and Ly, U. L., **Appl-




DECEMBER 1990

cation of Modern Synthesis to Aircraft Control: Three Case Studics,”’
IEEE Transoctions on Automatic Control, Yol.-AC-31, No. 11, Nov.
1986, pp. 995-1013.

42Gordon, V. C.,-and Collins, D. )., “*Multi-Input Multi-Output
Automatic Design Synthesis for Performance and Robustness,” Jour-
nal of Guidance, Control and Dynamits, Vol. 9, No. 3, May-June
1986, pp. 281-287,

4)Stimler, D. M., and Polak, E., **Nondifferentiable Optimization
in Worst Case Comrol System Dcsxgn -A Computational Example,”
Proceedings of the IEEE Third Symposium on Computer-Aided Con-
_trol System Design; Aslington, VA, Sept. 1986, pp. 102-109.

“Mukhopadhyay, V., “*Stability Robustness Improvement Using
Constrained Optimization Techniques,** Journal of Guidance, Con-
trol and Dynamics, Nol. 10, No. 2, March-April:1987, pp. 172-177.

4‘Mukhopadhyay, V., **Digital Robust Control Law Synthesis Us-
ing Constrained Optimization,’* Journal of Guidance, Navigation and
Control, Vol. 12, No. 2, March-April 1989, pp. 175-181.

“Adams, W. M., and Tiffany, S. H:, **Application of Optimiza-
tion Techniques to the Design of a Flutter Suppressxon Control Law
for the DAST ARW-2,"" Recenr Experiences in Multidisciplinary
Anralysis and Optimization, NASA CP-2327, Pt. 1, 1984, pp.
279-295. :

4*Thwaites, B., Incompressible Aerodynamics, Oxford Univ. Press,
Dover edition, New York, 1987, Chap.- 8.

“Jones,-R. T., “*Three Dimensional Wings of Minimum Pressure
Drag.” Theory of Opumum Aerodynamic Shapes, edited by A.
Miele, Academic Press, New York, 1965, Chap. 8.

4"™McDonald, J. W_, and Stevens, J:. R., ""Optimized Design of
Subsonic Lifting Surfaces,"” Journal of Awrcraft, Vo). 7, No. S, Sept.-
Oct. 1970, pp. 442-447.

*Hicks,'R. M_, Murman, E. M., and Vanderplaats, G. N., “*An
Assessment of Airfoil Design by Numerical Optimizauon,” NASA
TM-X-3092, July 1974.

HIFcifel,”W. M., “*Optimization and Design of Three-Dimensional
Acrodymamic Configurations of Arbitrary Shape by 2 Vortex Lattice
Method,' Vortex Lattice Utilization, NASA SP-40S, 1976, pp. 71-88.

$2Lamar. J. E., “*Minimum Trim Drag Design for Interfering Lifi-
ing Surfacés using Vortex-Latuice Methodology,' Vortex Lattice Uti-
lizarion, NASA SP-405, 1976, pp. 89-111.

$3Hicks, R. M., and Henne, P. A., *'Wing Design by Numerical
Opumization,'” Journal of Aircraft, Vol. 15, luly 1978, pp. 407-412.

$4vanderplaats, G. N., “Efficient Algorithm for Numerical Asrfoil
Optimization,”* Journal ofA:rcrafl Vol. 16, No. 12, Dec. 1979, pp.
842-847.

$Rajeswri, B_, and Prabhu, K. R., **Optimum Flap Schedules and
Minimum Drag Envelopes for Combat Aircraft,” Journal of Air.
craft, Vol. 24, No. 6, June 1987, pp. 412-414.

%Gupta, S. C., "GENMAP—Computer Code for Mission Adap-
tive Profile Generauon,™ Journal of Aircraft, Vol. 25, No. 8, Aug.
1988, pp. 766-768.

$"McGeer, T., “'Wing Design for Minimum Drag with Practical
Constraints,” Journal of Aircraft, Vol. 21, No. 11, Nov. 1984, pp.
879-885.

$8Lan, C. E., **Application of CONMIN to Wing Design Op:imiza-
tion with Vortex Flow Effect,”” Recent Experiences in Muludisci-
plirary Analysis and Opumizcrion, NASA CP-2327, P1. 1, 1984, pp.
297-308.

$%Bodden, D. S., and Junkins, J. L., “Eigenvalue Optimization
Algorithms for erucxurchomroller Dcsnzn Iterations,” Journal of
Guidarce, Control ond Dynamics, Vol. 8, Nov.-Dec. 1985, pp.
697-706.

®Lust, R V, and Schmit, L. A.. "Control-Augmented Structural
Synthesis,"”” AIAA Journal, Voi. 26, No. 1, Jan. 1988, pp. 86-95.

¢10noda, J , and Haftka, R. T., **An Approach to Structure/Con-
trol S:mu!uncous Optimization for Large Flexible Spacecraft,”
AlIAA Jourral, Vol. 25, No. 8, Aug. 1987, pp 1133-1138.

§4afika, R. T., ""Optimum Control of Structures,” Computer
Aided Opiimal Desigr: Structural and Mechanicc! Systems, edited by
Cs. AasMota Sores, Springer-Verlag, Berlin Heidelberg, 1987, pp.
381-388.

8)Khot, N S., "Minimum Waght and Opumal Control Design of
Space Structures,” Computer Aided Optimal Design: Structural and
Mechanical Systems, edited by C. A. Mota Soares, Springer-Verlag,
Berlin Heidelberg, 1987.

HGilbert. M G . and Schmidt, D. K., “Integrated Structure/Con-
trol Law Design by Muliilevel Optimization,' AIAA Paper 89-3470-
CP, Aug. 1989,

$Junkins, J L . and Rew, D. W_, “Unificd Optimization of Struc-
tures and Controllers,’ Large Space Struciures Dynamics and Con-
trol, edited by S. N Atluri and A. K. Amos, Springer-Verlag, Berlin

FIBER COMPOSITE WINGS %1

Heidelberg, 1988.

&Thomas, H. L., and Schmit, L. A., “*Control Augmented S.z...
tural Synthesis with-Dynamic-Stability Constraints,” AIAA Pap::
89-1216, April 1989.

$7Grossman, B., Gurdal, Z., Strauch, G. J., Eppard, W. M., a=g
Haftka, R. T., “Integrated Aerodyramic/Structural Design of a
Sailplane Wing,"” Journal of Aircraft, Vol. 25, No. 9, Sept.-1988, op
855-860.

‘$Haftka, R. T., Grossman, B., Eppard, W. M., and Kao, P. J..
“Efficient Opummnon of Integrated Aerod)namu Structural De.
sign,”’ Proceedings of the Internatioral Conference on Inverse Design
Concepts and Opumization 1n Engineering Sciences—II, University-
Park, PA, Oct. 1987.

$Haftka, R. T., Grossman, B., Kao, P. J., Polen, D. M., and
Sobieszczanski-Sobiesks, 1., * Integrated Aerodynamic-Structural De
sign of a Forward-Swept Transport Wing,'* Recent Advances in Mul-
tidisciplinary Analysis and Optimization, NASA CP-3031, 1989, pp.
445463,

"Barthelemy, J. 'F. M., and Bergen, F. D., **Shape-Senstivity
Analysis of Wing Static Aeroelastic Charactenstics,” Journal of Aur
craft, Vol. 26, No. 8, Aug. 1989, pp. 712-717.

7tKapania, R., Bergen, F., and Barthelemy, J., *'Shape Sensitivity
Analysis of- Fluucr Responsc of a Laminated Wing,”” AIAA Pape:
89-1267, April 1989.

2Z¢iler, T. A.. and Weisshaar, T. A., “"Integrated Aeroseroclastic
Tailoring of Lifting Surfaces,” Journal of Aurcraft, Vol. 25, No. 1,
Jan. 1988, pp. 76-83.

#Gilbert, M. G., “Sensitivity Method for Integrated Structure. Ac-
tive Conttol Law Design,'" Sensuivity Analysis in Emg:reenrg
NASA CP 2457, 1987.

™K arpel, M., “*Sensitivity Derivatives of Flutter Charmcnsucs and
Stabihty Margms for Aeroservoelastic Design,”” AIAA Paper £9
3467, Aug. 1989.

*$Gilbert, M. G., **Results of ar Integrated Structure."Consrol Law
Design Sensitivity Analysis,”” Recent Advances in Muludiscipinery
Analysis and Opnmization, NASA CP-3031, 1989, pp. 727-745,

*Gilbert, M. G., Schmide, D. K., and Weisshaar, T. A..
*"Quadratic Synthesis of Integrated Active Controls for an Acrosiasiic
Forward Swept Wing Aircraft,” Journal of Guidance, Contro! and
Dynamics, Vol. 7, March-April 1984, pp. 190-156.

**Sensburg, O., Schmudinger, G., and Fullkas, K., “Integrased
Design of Strucwures,” Jourral of Aircraft, Vol. 26, No. 3. March
1989, pp. 260-270.

Schweger, J., Sensburg, O., and Berns, H.. “*Acroclastic Prob-
lems and Structural Design of a Tailless CFC Sailplane,” 2rd Interna-
tional Symposium on Aeroelasticity and Structurel Dyremics.
Azchen, W. Germany, April 1985.

“IMorris, S.. and Kroo, 1., “"Aurcraft Design Opuruzaiion with
Muludisciphinary Performance Cnitena,” Recent Advences in Multr
disciplinary Analysis and Optimization, NASA CP-3031, 1989, pp
1219-1238.

®)forsis, S.. and Kroo, 1., Aircraft Design Opumization with
Multidisciplinary Performance Criteria.”” ATAA Paper 89-1265, April
1989.

B'Livne, £., “*An Integrated Approach to the Optimum Design of
Acuvely Conirolled Composite Wings,” Recent Advances in Mull.
disciplinary Analysis and Opnmx..anon NASA CP-3031. 1989, pp.
§97-918.

Sharpe, W, E., and N:mon. 1. B., ""Examples of Static Acroclas
tic Effects on Present Combat Aircraft Projects.” Stetic Aeroelesic
Effects on High Performance Aircraft, AG \RD CP-403, 1987,

#$Schmidinger, G., and Sensburg, O., **Static Acroelastic Consider
ations in the Definition of Design Loads for Fighter Awrplanes.”
Stanic Aeroelastic Effects on High Performeonce Aircrefi, AGARD
CP-403, 1986.

#Booker, D., "Acroelastic Tailoring for Control and Pesfor-
mance—Are Requirements Compauble?'” Combe: Awrcroft Mereu
verability, AGARD CP-319, 1981,

85Weisshaar, T. A., and Nam, C., *"Acroservoelastic Tailoring for
Lateral Control Enhancement.”” Recent Adverces in Mulnduzt
phinary Arclysis and Opiimizcaion, NASA CP.3031, 1989, pp.
803-814.

¥Moynes. J. F., and Gallagher, J. T., “"Flight Cosntrol System
Design for Ride Qualities of Highly Maneuverable Fighter Asresafe.™
Guidance end Conirol Design Corsidercniors for Low Altitude end
Terminal Area Flight, AGARD CP-240.

$Swaim, R. L., and Yen, W. Y., *'Effects of Dynamic Aeroclasie-
ity on Aurcraft Handling Quahiues,” Journe lojA.r'r'ﬁ Vol 16.No
9. Sept. 1979, pp. 635-637.

HSwaim, R. L., and Poopaka, S.. “"An Analytical Pilor Raung




AlAA-90-0953-CP

Fely
EXPLORATORY DESIGN STUDIES USING AN
INTEGRATED MULTIDISCIPLINARY SYNTIHESIS CAPABILITY FOR
ACTIVELY CONTROLLED COMPOSITE W] NGS®
E.:Livnc‘ ‘L.A.Schmit" and P.P. Fricdmann

Mechanical, Acrospace and Nuclear Engincering Depariment
University of-Califonia
Los Angcles, California 90024

Abstract

Analysis and syathesis-techniques used in a newly
developed -multidisciplinary control augmented fiber
composite wing optimization capability are reviewed.
Structural, acrodynamic and control system math-
cmatical models that are suitable for the preliminary
desiim of real airplancs arc used in an integrated
manner to-synthesize improved designs of wings-and
their active-control systems. Optimization techniques

sveloped for structural synthesis are adapted to the
intcgrated -multidisciplinary wing svnthesis problem,
in which constmints from scveral disciplines are
taken into account simultancously and the design
space is opened up to include structural, control
systemn and acrodyviiamic design vanables. The effec-
tivencss and cfficicncy of thc ncw capability are
studicd usinz a mathematical model of 2 remotely
piloted vehicle (RPV).

Introduction

Multdisciplinary interactions have always been at
the heart of airplance wing design.  The introduction
of active control technology!*® and composite struc-
tural tailoring®*¢ during the, last fificcn ycars have
made these intcractions more complex and more
important. Rccent expericnce has shown that not
accounting-properly for multidisciplinary intcractions
duning the design process can Iead to dangerous
consequences™$. At the same time the benefits of
multidisciplinary intcgration have become widcly
recognized motivating extensive rescarch and influ-
cncing design® ¥,
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Stll” the design practice of the past, which was

‘bascd on a sequential, comparimented approach. is
followed today. True, advanced analvsis and testing
‘tools have been developed to address multidiscipli-
‘pary interaction. Active flutter suppression, mancu-

ver load control, gust allcviation and-ride smoothing
techniques arc utilized, to mention a few cxamples.
Optimization techniques arc used for control system
synthcesis, acrodynamic design-and acroclastic tailor-

-ing. Structural wing synthesis subject to structural.

acroclastic and acrodynamic performance constraints
has successfully followed in the footsteps of struc-
tural synthesis?- ¥ using a varicty of computer codes
and techniques'*-1s.

Howecver, the application of optimization tech-
niques 15 still donc onc discipline at a time. True
integration in design, namecly the synthesis of wings
subject to a sct of muludisciplinary constraints
addressing design variables from several disciplines
simultancously, has not been camicd out.

Especially complex and difficult is the integrated
synthesis of wing structure and its active contral
system. In the fow cascs where integrated synthesis
was studicd'® ¥ the mathematical models used were
so simplificd that they did not provide an assessment
of the techniques nceded to optimize realistic wings,
and the accumulation of practical desizn expencnce
was not possible. Thus, the application of modem
optimization techniques to wing design involving 2
diverse mix of constraints and design variables based
on analyses from several disciplines (structures, struc-
tural dynamics, acroclasticity, control, handling qual-
ities) has not yct been treated in a comprehensive
and rcalistic manner.

Reference 22 describes 2 synthesis capability for
actively controlled fiber composite lifting surfaces. It
discusses structural, acrodynamic and control system

modcling techniques adopicd and modified to chal-
fenge the formidable computational task of camrying
out analysis and behavior sensitivity calculations for
this prob‘cm with computer resources that will mahe
optimization practical and with accuracy that is suffi-
cient for preliminary design. It is based on the
gencralization of the nonlincar programming




approximation concepts (NLPfAC)-B _approach
from structural synthesis :to multidisciplinary opti-
mization.

The present paper reports first results of wing
control augmented structural synthesis achieved
using the new -capability. The applicability of
approximation concepts 1o the control augmented
structural synthesis of wings is studied. Examination
of optimization convergence as influenced by includ-
ing approximations of new constraints (especially
acroservoclastic  stability  and gust  response
constraints) guides identification of effective move
limits, convergence criteria-and approximation ty pes
to-be used. LExamples of integrated optimization of
realistic wings and-their active control systems with
structural-and control system design variables subject
10- gage, stress, aerosenoclastic stability .and  gust
response constraints offer-an improved understanding
of this complex synthesis problem.

Review of Mathematical
Modeling ‘Techniques

Structural Modeling

‘The integrated optimum design capability is
based on appronimate analysis techniques for the
required disciplines, which are consistent with each
other in terms of accuracy and efficiency and thus
lead to a balanced treatment of practical wings. In
the structures area, a rather general equivalent plate
analysis®, wnich builds on the buasic ideas underlying
the TSO computer code® and incorporates addi-
tional recent devélopments proposed by Giles¥, s
used. lligh order simple power series are used for
approximating displacements over wing planforms
made of several trapezoidal segments to obtain accu-
rate stress as well as displacement information.
Stresses in spar and rib caps can be calculated in
addition to composite skin stresses. Configurations
made of several -plate segments attached to each
other via springs (accounting for attachgnent stiffness
and actuator stiffness) can be analyzed to simulate
wing‘control surface configurations.

Acrodynamics

‘The equivalent plate structural analysis docu-
mented in Ref. 23 is integrated with the PCKFM
(Piccewise Continuous Kemel Function Method)
developed by Nissim and Lottati for lifting surface
unsteady acrodynamics® 3, This method 15 partic-
ularly  suttable  for calculating the generalized
unsteady air loads (on lifting surfaces made -up of
wing 4and control surface elements) that are needed
for acuve flutter suppression and gust alleviation
studies,

‘When the optimization_of the design for acroser-
voelastic stability is addressed and modern control
techniques are to be implemcnted, it is necessary to
cast the acroelastic equations of motion-.in LTT-
(Linear Time Invariant) state space form. 1t then
follows that some approximation of the unstezdy

aerodynamic loads in terms of rational functions of

the Laplace-vaniable is needed.

The method of Roger® has been widely used for
finite dimensional unsteady aerodynamic loads repre-
sentation for quite- a while. The Minimum State
Method, developed -by Karpel® and recently. studied
in Ref, 315 is found to be attractive because it has
the potential for generating: accurate approximations
to unsteady generalized aerodynamic forces, while

adding only a small number of augmented-states to-

the mathematical model of the aerosenoelastic
system. Both methods are available in the: present
capability.

Control System

The integrated aeroservoelustic system is modeled
as a Linear Time Invanant (1.11) system. Since the
number of sensors and control surfaces is smull in
real airplunes, the complex; high order control laws
generated by multivanable control system design
techniques are avoided at this stage. A block
diagram of the actively controlled acrosenoclastic
system is shown in Figure 1.  Airplane motions
(acceleration and angular rates) are measured by a
set of sensors placed on the structure. The resulting
signuls, yg;. are used as inputs to the control law
block which commands control surfuce actuators
‘The control surface motions, ¢,, guarantee stability
and dusirable dynamic response of the complete
sysiem.

The control system is completely described by
the location of sensors and control surfaces and by
the transfer functions of the sensors,control laws and
actuators. Gain scheduling can be adopted by assign-
ing differcnt control laws to different flight condi-
tions.

Modeling Capabilities

‘The combination of modem equivalent plate
structural modeling and PCKT' M lifting surface aero-
dynamics is assumed to be adequate for this explora-
tory venture into multidisciplinany practical wing
synthesis. In addition to a rliuble prediction of
deformations, stresses, flutter results and static acroe-
lastic effects, quite good hinge moments® and
induced drag®* can be expected for subsonic and
supersonic small angle of attack flight The analysis
is adequate for addressing flight stability and control
problems of the elastic airplane®. Its acrodynamic
predictions might be improved by using correction
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factor techniques-if any-measured data-are available.

‘As 1o control system modeling, the techniques used
‘here make it possible to properly model real flight
_control or active:flutter suppression  ‘tems. Lffects
‘of real actuators and sensors on  =irol system
performance are automatically taker. into account

through their given transfer functions.
Design Variables

Ref. 22 sets-forth a framework for multidiscipli-

nary wing synthesis and describes a hierarchy of
-design vanables-consisting of sizing type design vari-

ables at the lowest level, followed by shape and then
toplogical type design” variables, This classification
applics: to design variables  spanning  struc-
tures,control and-aerodynamics. Here, in-addition to
a-balunced approach to behavior prediction in terms
of the analysis techniques selected, a balunce is main-

ained in:level of optimization by focusing on sizing

type design variables for all disciplines considered.
Structural Design Variables

Figure 2 shows an airplane modeled as an assem-

-bly of flexible lifting surfaces. Lach lifting surface is

modeled -as an cquivalent plate whose stifness is
vontrolled by contnibutions from thin cover skins
(liber composite-laminates) and the intemal structure
(spar and nib caps). Plate sections are connected to
vach other via stifl springs (representing hinge stiff-
ness it attach points) and flexible-springs:(represent-
ing the stiffness of actuators and their backup
siructure).  Fach wing section can be made of several
trapezoidal parts.  Concentrated masses are used to
model nonstructural items and balance masses.

The vertical displacement, w, of cach wing
wetion i1s-approximated by a Ritz polynomiual series
ol the form

N
\\(-\'J'.l) = Z(ll(l) xm, y”, ( ”
=1

where X and y are chordwisc and spanwisc coordi-
nates respectively. m, and n, are powers reflecting the
hpe of polynomial series used. It can be a:complete
polynomial in x and y or.a product of polynomials
w xund y (Ref. 23). The depth of a wing section is
wwen by a polynomial

5,
’l.\‘._l‘): Z/[‘, x" y’. (2)
=1

:l‘hm' the 11, are preassigned parameters. Thickness
Mnbution of a 1y pical skin laver is represented by

N,
fxp)= ) Tyt (3)
=]

Rib and-spar cap areas:are allowed to-vary lincarly

-over their length-n

A =Ao+Arn )

The present cquivalent plate modcling capability®
makes it possible to cfficiently analyze combined
wing box/control surfacc configurations. A wing
assembly and a canard or honzontal tail may be
attached to a fusclage (modeled-as a flexible beam or
a flexible plate)to simulate complete airplanc config-
urations. The level of modcling detail can be
sclected independently for each -section.  Therefore
the degree of detail used to model control surfaces
for analysis and synthesis is not limited, as is the.case

-in the TSO code.

At the present stage of rescarch structural toplo-
gy, shape and -material propertics arc preassigned.
Skin layer fiber orientation arc available as design
variables.  Ior skin layer thicknesses (Eq. 3) -the
cocfficients of the thickness power scrics serve as
design variables. This guarantees smooth thickress
vanation for cach layer. For spar and nib cap arcas
(Fq. 4) two cocflicicnts are used as design variables
for cach spar or-rib. Concentrated masses at preas-
signed locations and spring constants for lincar -and
rcl))talional'springs can also be trcated as design vani-
ables.

Acrodynamic Design Variables

Wing cross section or acrodynamic planform
topology arc preassigned here.  Performance and
loads in quasi-static mancuvers can be influenced by
the jig shape (initial camber) of the wing and by
proper deflection of leading cdge and trailing edge
control surfaces. The initial camber of the wing is
given by a serics

N, -
Wl gt) = Zq? (1) x y" )
=1

where the powers m, and n, are identical to those in
Eq. | and any subset of the cocfficients ¢° can senve
as design vanables. The deflections 8, of control
surfaces (for cach mancuver point scperately) are
also available as design variables.

Control System Design Variables

The control system design variables of the sizing
type consist of the values of cocfficients in the
numecrator and denominator of control law transfer

wwr
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factor techniques if any measured data are available.
-As to control system modeling, the techniques used
-here make it possible to properly model real flight

control or active flutter suppression  ‘tems. Lffects

-of real -actuators and sensors- on  uirol system
performance are automatically taker. -into account

through their given transfer functions.
Desiyn- Variables

Ref. 22 sets-forth a-framework for multidiscipli-

nary wing synthesis and describes a- hierarchy of
-design vaniables-consisting of sizing type-design-vari-
_ables at-the lowest level, followed by shape and then
toplogcal type-design” variables. This_classification

applics to design variables spunning  struc-
tures,control and aerodynamics. Here, in addition to
1 balanced approuach to behavior- prediction in terms
of the analysis techniques selected, a balance is main-
tained in-level of optimization by focusing on sizing
type design variables for all disciplines considered:

Structural Design Variables

Figure 2 shows an airplane modcled as an assem-
bly of flexible lifting surfaces. Liach lifting surface is
modeled .as an cquivalent plate -whose stiffness is
controlled by contributions from thin cover skins
(fiber composite-laminates) and the internal structure
(spar and rib caps). Plate sections are connected to
vach other via stiff springs (representing hinge stiff-
ness at attach points) and flexible-springs (represent-
ing the stiffness of actuators and their backup
structure), Fach wing section can be made of several
trapeszoidul parts.  Concentrated masses are used to
model nonstructural items and balance masses.

The -vertical displacement, w, of cach wing
wetion is-upproximated by a Ritz polynomial series
ol the form

l\'.

) = Zq,(l) X"y )
=]

where x and y are chordwise and spanwise coordi-
nates respectively, m, and n, are powers reflecting-the
he of-polynomial serics used. It can be a-complete
polnomial in x and y or a product of polynomials
W xund y (Ref. 23). The depth of a wing section is
pven by a polynomial

X,
=Yy o
=1

\‘l‘h"“' the /1, are preassigned parameters. ‘Thickness
nnbution of a typical skin layer is represented by

N,
fxp)= ) Ty ="yt 3)
b=

Rib and spar-cap areas are allowed-to vary lincarly

-over their length »

Alm)=Ag+Arn ()

“The present cquivalent plate modcling capability®
makes it possible to cflicicntly analyze combined
:wing- box/control surface configurations. A wing

assembly and -a canard or honzontal tail may be

“attached to a fusclage (modcled as a flexible beam or
a flexible plate) to simulate complete airplanc config-
wrations.  The level. of modceling detail can be
sclected independently for each scction.  Thercfore
‘the degree of-detail uscd to model control surfaces-
for analysis and synthesis is not limited: as is the casc
«in the TSO code.

At the present stage of rescarch structural toplo-

gy, shape and’ material propertics arc preassigned.

Skin layer fiber oricntation are available as design

-variables.  For skin layer thicknesses (Bq. 3) the

cocfficients of the thickness power series serve -as

-design variables. This guarantees smooth thickress

variation for cach layer. For spar and.rib cap arcas

(FEq. 4)-two cocfficicnts-are uscd as design vanables
for cach spar or rib. Concentrated masses at preas-
-signed locations and spring constants for lincar and
-rotationul-springs can also be treated.as design van-

ables.
Acrodynamic Design Variables

Wing cross section or acrodynamic planform
topology arc preassigned here. Performance and
loads in-quasi-static mancuvers can _be influcnced by
the jig shape (initial camber) of the wing and by
proper deflection of jcading cdge and trailing cdge
control surfaces. The initial camber of the wing is

_given by a series

N,
Wl gl) = Zq?(l) x™ yM (5)
=1

where the powers m, and n, are identical to those in
I:q. 1 and any subsct of the cocfficicnts ¢° can serve
as design variables. The deflections 6, of control
surfaces (for cach mancuver point seperately) are
also availablc as design variables,

Control System Design Vanables

The control system design variables of the sizing
tvpe consist of the values of cocflicicnts in the
numcrator and denominator of control law transfer

o~
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anulyses (e.g. 3). linite dimensional state space
unsteady acrodynamic approximations can be gener-
ated for the full order acrodynamic -matrices at the
start of optimization, or directly for modally-reduced
acrodynamic matrices. during-optimization- whenever
the modal basis ts changed?? .

-Gust Response Analysis

The RMS -(root mean square) values of control
surfuce deflections and rates as well-as RMS values
of selected sensor measurements due to continuous
atmospheric turbulence are--calculated for. different
flight conditions. Both Dryden and rational-approxi-
mations for-the Von-Karman turbulence spectra are
implemented: The -relevant quantities are RMS
values of control surfuce deflections {g,}, rates {4.}
and s¢nsor measurements {ys;) .

The state space equations- (Iiq. 8) are transformed
into standard-form

SO = [A] () + (B) ") )

Since only 1g,). s{g} and {ys} are considered? the
output. Jy. is given by

T

Y= {C}" x) (10)
where {C,) s cither constant or a function of control
system design variables.

The state covarance matnx is a solution of a
Lyapunov’s matrix cquation? in the form

AN+ [LNLA17 = (B} 0,18 (11)

where [0.] is the intensity matrix of the gaussian
white noise. w. The lessenberg-Schur method* is
used to solve Eq. 1.

Induced Drag Analysis

Induced drag is calculated for the clastic lift
distribution during muancuvers. Drag values assum-
ing cither full leading edge suction( fully attached
flow) or no leading edge suction (scparated flow at
the’ lcading -edge) or a combination of these® are
availuble. The induced drag D, can be expresssed in
quadratic fonn

Dy=2pU?S(7) 14p)() (12)

where lp L? is the dynamic pressure and S is a

referencé area and [Ap] is an acrodynamic matrix.

\When the jig shape generalized displacements {¢#)
and control surface rotations {8} arc small, then
(within linearized lifting surface theory) this matrix is
fixed and docs not depend on- either structural or
aerodynamic design vanables*? . It is-gencrated once
for the set of Ritz polynomials (Eq. 1), control
surface rotations and downwash due 0 pitch rate
degrees of freedom in symmetric pull-up mancuvers.
g is the following vector

_ @ (q
(c?)={<(5)}+{3 (13)

where g-and ¢° are definded in Ligs. Fand 5. “The
vector é- contains all control surface rotations-and 6
is'the pitch rate. Thus, D, depends onthe structural
and acrodynamic. design variables through the gener-
alized deflections {q} in mancuver, the jig shape
generalized cocfficients {¢"} and control surface
rotations {8} .

Behavior Functions

The following behavior functions can be-evalu-
ated with the present capability:  clastic displace-
ments; clastic twist; spar’'rib cap stresses; skin
combincd -stress failure criteria®?; natural frequencies;
rcal and imamnary parts- of acroscrvoclastic poles;
RMS of random control surface deflections and. rates
due 1o gust; RMS of sensor mcasurements in gust;
total mass; lift and drag cocfficients; control surface
dceflections and hinge moments in mancuvers; roll
ratc or load factor in mancuvers.

Control surface cffectivencss is not addressed

directly at this stage. Instead-the synthesis focuses.

on sustaining a desired roll rate or load factor while
keeping ‘hinge moments, contro} surface deflections
and stresses within allowable bounds.

Acroscrvoclastic  stability is gauaranteed by
providing cnough damping at cach flutter critical
acroscrvoclastic  pole  throughout the  flight
cnvelope4. Handling qualitics can be addressed via
incquality constraints on the acroservoclastic pole
locations (e.g. short period root placement) and pilot
seal acccleration due to atmospheric turbulencc#.
The control surface deflection necded for trim and
overall pcrformance in a given maneuver and its
RMS activity due to gusts can be combinced in a
single constraint to avoid saturation®#,

Individual behavior functions or their combina-
tions can serve as objective functions. Possible alter-

natives are mass, drag(to be minimized), steady roll"

rate or lift to drag ratio (1o be maximized). RMS of
aileron rotation or rotation rate due to turbulence or
a combination of any of these.
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Behavior Sensitivity Analysis

Implicit differentiation. of the analysis equations
is uscd here-to denve analytical-cxpressions-for the
derivatives of all behavior functions with respect to
all design- variables?.  This results in a computer:
code which is much larger and more complicated
than if finite difference denvatives. were uy 1.
However. analytical sensitivities are free-from nume:

-ical problems associated with finite difference step

size selection and are attractive in the context of
multidisciplinary  synthesis  because  of  superior
computational efficiency.

Approach to Integrated Optimization.

Once the preassicned parameters, design van-

ables, failure modes, load conditions and objective-

function are sclected, the integrated optimization
problem can be cast as a nonlincar programming
problem of the form i

mingyy F({X}) (14)

st {g{\)) £10)

(Wh<iych

where Fis the objective function, {X} is the vector
of design variuables, {g} is a vector of incquality
constraints and {.\t}, {A'V} arc vectors of design van-
able lower and upper bounds.

The nonlincar programming approach combined
with approximation -concepts (NLP AC approach)
has proven to be an eflective method for solving

structural synthesis problems'® and herc it is

adapted to the multidisciplinary design optimization
task. In this method relatively few detailed analyses
are carried out during optimization. Each analysis
and the associated behavior sensitivity- analysis serve
as a basis for constructing approximations 1o -the
objective and constraint functions in terms of the
design variables. Thus, a seres-of explicit approxi-
mate optimization problems is solved converging to
an optimal design.

The main advantage of this approach is in its
generality. No apriori assumptions have to be made
about the set of active constraints at the optimum.
Given an initial désign, a local optimum is sought
using mathematical programming techniques. Thus
it is especially suitable for multidisciplinary optimiza-
tion, where the problem is large and complicated and
past experience does not provide much intuitive
guidance. However, for this approach to be practical
it is crucial to avoid too many detailed analyses.
Efficient analysis sensitivity calculations and robust,
explicit approximations are essential in this context.
The CONMIN#® code is used here far constrained
function minimization.

Test Cases

The -accuracy, power and computational cfficien.
cy-of the present capability are discussed in Ref. 22
using a mathematical model of a light weight fighter
similar to-the YI-16. FFor the present optimization
studics a-mathematical model of a- small - remotely
piloted vehicle is used.  Its planform geometn. is
shown in Fig. 3. A 6.8 aspect ratio, bicomvea 10%
t/c wing is actively controled by a small control
surface located-at about 80%6- semi-span towards the
tip. The control surfuce chord is 20% of the local
wing chord, and it is driven by an-actuator whose
transfer function is preassigned

91 _ 1.77:4728x10’

24 (1)
81 {(s+ 180Xs%+ 2515+ 314%)

The wing control surfaces are only used-for active
flutter control. The elevators are used for nyd body
pitch and:roll. The clevator actuator transfer func-
tion is
92 _ 20

6,  (s+20) (19

9. and ¢, -arc the actuator actual deflection and its
command, respectively.

The RPV structurc-is-modeled as an assembly of
four cquivalent plates. A flexible wing is attached to
a rigid fusclage and rigid control surfaces. The wing
is divided into three trapezoids. The two trailing
cdge extensions, to the left and right of the control
surface, are assumed fixed. The main wing box struc-
ture, extending from root to tip spanwisc and to
80% chordwise, is the structure to be synthesized.
and alternative designs can uscd for the test exam-
ples. The weight of fusclage, control surfaces and
non-structural wing mass is 308 Kgm for a half
airplane. A Dryden gust model with a scale length
of 518.16.meters and a vertical gust RMS velocity of
1.06 myscc is used.

Following Refs. 51,52 an accelcrometer is placed
on the wing strip containing the control surface. It
is located in the middle(spanwise) and 0.65 chord
point of the strip. Its mcasurcment serves as an input
to a contro! law which, in turn, generates an input
command, é, to the actuator of the wing control
surface.

The set of load conditions for wing stress calcu-
lations consists of three 2g symmetric pull-ups at sea
level, 10,000 feet and 20,000 feet. In the “mancuver
load” calculations (Eq. 6) the airplane is trimmed
using the clevator. All stress constraints reflect a 1.5
safety factor. Flutter, gust and acroscrvoclastic
stability calculations, though, are carricd out at sca

.




Jevel, Mach 0.9 for the cantilevered wing in the
examples deseribed herein. ~ This is done inten-
tionally in order to first examine flutter suppression;/
structural optimization using a realistic but simple
example, leaving flight mechanics issues:for future
studics.

It should be reermphasized that the simplifying
assumplions above are made only for -illustrative
pumposes and to facilitate physical interpretation of
the design optimization results. The present capabil-
ity can hundle-airplane models where multiple equiv-
alent plate elements are synthesized subject to several
pull-up or rolling mancuvers.  Control- systems can
contain many control elements and control laws, and
acroservoclustic gust response-analyses can:be carmied
-out for symmetric’ anti-symmnetric free free motion
in several flight conditions. Using the -data manager
of Ref. 53, the modeling detail and model size are
only limited by available computer memory.  ‘The
CPU time himits will determine the number of load
conditions and flight- conditions for
avrosenoclastic gust response analysis. However, as
shown later, quite complex problems can-be-handled
with reasonable computer resources,

The control law used for this study is the Localized
Damping  Type Transfer PFunction (LDTTT)
deseribed in Ref. 34, This low order control law
provides damping “locally” in the range of frequen-
cies where damping is needed. Its form is

a

§ = o iy 65¢ (17)
"+ b s+c)
where

YsL = W es,

is the accclerometer measurement and a,, b, ¢, are
control system design variables. The denominator
cocllicients can be associated with equivalent damp-
mg ¢, and natural frequency w, of the control law

2

= we ( i 8)
h\' = 2‘;1.1"'){ ( l9)

’lff_xu>. ¢, and b, dcetermine the center frequency and
gain peak width of the control law transfer function
while ¢, determines the effective gain.

The preassigned accelerometer transfer function is

A 3142

——

Wosse (524 376.85 4+ 314%)

The LDTTF control law is used here without

compensation  for scnsor and  actuator transfer
funcions,

(20)

Results

For a first sequence of numerical studies a wing

tip pod is.added to the wing simulated by two 2.5

Kgm masses:at the forward and aft points of the tip.
The wing box construction consists of-all aluminum

-cover skins-and there are nio spars or ribs in order to

simplify the-model and introduce as few structural
design variables as possible.  All stress camving

-capucity is thus confined to the skins, which are held
‘together mathematically -by the plate _assumptions

and in practice by an armay of minimum gugc
spars;ribs whose stiffness can be neglected.  The
Von-Mises vidd crteria is-used. “The skin thickness

-distribution -is a nine term polynomial:in x and y,
‘whose terms are formed- from of the polynomial
sproduct (1, x,x2)(1,p,»?)-. There are thus nine
-structural design vanables.

Figure 4-shows skin mass comvergence histonies

for three synthesis cases, all starting with a 1 mm
-uniform skin-distribution: In the first_case, mass is

minimized subject to stress and minimum gage

-constraints only. Minimum skin® thickness is 0.351

mm (.015 inch), and the Von Mises_ equivalent stress
and minimum gage are constrained at 25 points on
the wing box (3 chordwise x 5 spanwisc). This is the
“stress design” without flutter constraints. In this case
the skin  mass is reduced in 11 full
analyses approximate problem optimization cycles
from 4.486 to 1.743 Kgm. The stress design is acroe-

lastically unstable. It flutters-at sca level, Mach 0.9.
-And thus, a second synthesis is camicd out. The

same nine structural design vanables are used and
the same stress and minimum gage limitations are
imposed, however dynamic acroelustic stability

. constraints are now added to the set of requirements

that must be satisfied.

it is required that at sea level, Mach 0.9 there
should be at leust 4.5% equivalent viscous damping
in the two lowest frequency poles, and at least 1.5%
damping in the next three. (acrodynamic poles
which have very large damping ratios are ignored
when the closed loop system poles arc ordered by
damped frequency). In seven synthesis cycles the
optimization process reduces skin mass to 3.094
Kgm. As'expected, a stiffer and heavier wing is nced-
ed to prevent flutter. The construint which drives this
design is a damping constraint associated with a flut-
ter pole at 14.4 Hz.

We next address an important question: low
effective can an active control system be in further
reducing the minimum structural weight necded to
satisfy stress and flutter constraints? Three control
system design vaniables are now added to the nine
structural design variables. Wing skin mass minimi-
zation is carmried out subject to stress, ininimum gage
and dynamic aeroslastic stability constraints starting

« mee -




from a- | mm -thick uniform skin and a-centrol-law
of the-form:

5 _ 2000
YSE (5% + 405 + 10,000)

As_shown in Fig. 4, the skin-mass for this case is .

reduced to 1.838 l\gm Txamin: ition of the optimiza-
tion results reveals that the driving constraint is again
the damping in:a pole. h.\. frequency is 17.03 1z, ‘and
the final damping ratio is .067, which ‘implies-that
with tighter convergence critena- for terminating the
optimization, additional weight: savings could- be
achieved (1% diminishing retum on thrcc consecc-
utive approximite problem optimizations is used- as
-4 convergence cniterion). In any-event, the weight-in
the third case is- brought back almost to-the level of
‘the stress design weight. Convergence s slower. It
ook 27-Cycles and 27 CPL minutes on-the UCLA
IBM 3090-4.  Also, while rapid convergence was
achieved for the cases with only structural design
~varubles with move limits of 40%, it wus nccessary
10 use 10% move limits when control system design
vanables were added in order to protect the aceuracy
of system pole approximations.  This explains the
slower convergence of the third run.

Minimum mass synthesis of the wing with struc-
‘tural and-control system-design variables, subject to
ress, gage and acroservoelastic stubility constraints
was tried again. This time the initial structural design
is the unstable stress design of the first case. Initial

values for control system design \an.xblLs are now
different, The optimization is  started with
1500/(s% + 40s + 4000). Figure 5 shows the two skin
mass convergence histories for the design starting
from lmm uniform skin and the one starting with
the stress design. Starting with the 1.743- k;,m skin
of the stress design, the mass minimization progress-
es by first adding-mass to stiffen the wing followed
by m.uupul.mon ‘of the control system design vari-
ubles 1o stabilize the wing with the smallest weight
penalty possible. In fact, the final skin weighs 1.745
Kgm, practically the same as if there were no flutter
constraints at all.

Final skin thickness distributions for the stress,
stress + flutter and  stress + actively controled flutter
designs are shown.in Fig. 6.

"The finalcontrol laws for the two cases shown in
lf'ig. 5 are  1517.7(s?+ 5145 +15072.9) and
14536, 7:(s? + 40, ":+lS3lO-4) for the Imm initia}
design and stress initial design respectively, It is
interesting to note that the numcrator terms (cffec-
tive guins) converge from different starting points to
values that are within 5% from cach other. The
constunt denominator terms in both final control
Jaws are almost the same indicating that active
damping is introduced at a band of frequencies

around 19.6 Hz. This is intuitively rewarding since
the flutter mechunism seems to involve a wing bend-
ing root-at 16-17 11z and:a second root at 25-26 1.
The control law localized damping action is thus
‘tuned so-as to be-approximately in the middle of this
band. ‘The width-of the frequency bund is controled
-by the equivalent control-law dumping parameter ],
(Eq. 19) which 1s-21% and 16% for the thwo casesan
Fig. S.

‘The results deseribed so far indicate that, o> long
as controllability and obsenvability are guaranteed. un
active control system of unlimited- power can stabi-
lize the wing and avoid essentially all structural
weight p«.ndll) that would have been needed 10
achieve this in a-passive -manner. Even when gust
dynamic stresses become critical in the stress dm-_'n {
-in addition 1o the_quasi static stresses included here)
it is reasonable 10 believe that a _powerul control
system can save a substantial amount of structural

weight.

The next objective is to study how a limited
power control system-cffects an integrated design and
how structural weight and control effort interact n
the course of integrated optimization.  Gust- response
constraints arc now added 1o the previous set of
constraints,  ‘The RMS vulues of control surfuce
rotation ¢, and rotation rate ¢, serve as measures of
control system effort and hmitations®!

At the minimum mass control augmented struc-
tural design of 1ig. 5 (starting with the stress design)
these RMS values were 0.35 degrees and 366
deg sec.  In two additional-cases these RMS values
were constrained placing limitations ol vaning sever-
ity on the control system.  Fizure 7 depicts three
mass comergence iteration histores ull starting with-
the stress design @ a) no bounds on the RMS ¢ and
g b)Y RMS ¢,<0.2°, RV/Sq, <21 7 sec: ©) RMS
7. < 0.1°. RMSq, < 10,57 sec. Move limits of 10%
were used for all three cases.  Nine structural and 3
control system design varubles are used simuliane-
ously,

As T'ig. 7 shows, convergence within 12 cyeles is
achieved when the gust response conslraints are
added to the stress, gage and stability constrains,
When control surfuce activity is more restricted. the
final skin weight is larger.  Thus Limited control
system resources are traded off against structurdl
resources in a quest for a balunced multidisciphnan
optimum design.  This interaction takes place
dynamically as the synthesis progresses and is hard
or impossible to capture in sequential parametnic
studies,

Figure 8 adds to our understanding of interdisci-

plinany interactions by following the shin mass histo-
ry (nommulized with respect to the stress design
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from a | mm thick uniform-skin-and a centrol law
of the-form:

& _ . 2000
YSE (52 + 405 + 10,000).

As shown.in Fig.-4, the_skin mass for-this case 1s .

reduced to 1.838 Kgm. Examination of the optimiza-
tion results reveals that the driving constraint-is again

the damping-in a pole. Its frequency is 17.03:112, and
the final damping ratio is .067, which implies that-

with tighter convergence criteria for terminating the
optimization, additional weight savings could be
achieved (1% diminishing retum on three -consec-

utive approximite problem optimizations is used as.
a convergence criterion).  In-any event, the weight-in.

the third case-is brought back almostto the:level of
the stress design weight. Convergence is slower. It
took 27 Cycles and 27 CPU minutes-on the UCLA
IBM- 3090-4.  Also, while rapid convergence was
achicved for the cuses with -only structural: design-
vanubles with=-move limits of 40%, it- wus necessary
to use 10% move limits when control system design
vanables were added in order to protect-the accuracy
of system pole approximations. This explains the
slower convergence of the third run.

Minimum minss-synthesis of the wing with-struc-
tural and control system design variables, subject to
stress, gage and acroservoelastic stability constraints
was tried again, This time the initial structural design
is the unstable stress design of the first case.  Initial
values for control systern design varabies are now
different. The optimization is started= -with
1500/(s? + 405 + 4000). Figure 5 shows the two skin
mass convergence histores for the design starting
from linm -uniform skin and the one starting with
the stress design, Starting with the 1.743 Kam skin
of the stress design, the mass minimization progress-
¢s by first adding-mass to stiffen the wing followed
by manipulation of the control system design vari-
ables o stabilize the wing with -the smallest weight
penalty possible. In fact, the final skin weighs -1.745
‘Kgm, practically the same as if there were no flutter
constraints at all.

Final skin thickness distributions for the stress,
stress + flutter and stress + actively controled flutter
designs are shown in Fig, 6.

"The final control laws for the two cases shown in-
Tig, 5 are  1517.7{(s2+ 51.45+15072.9) and
J456.7i(s? + 40.25 4 15310.4) for the Imm initiad
design and stress initial design respectively, It is
interesting to note that the numerator terms (cffec-
tive gains) converge from different starting points to
values that are within 5% from cach other. The
constint denominator terms in both final control
laws are almost the sume indicating that active
damping 15 introduced at a bund of frequencies
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around 19.6 Hz. This is intuitively rewarding since
the flutter-mechanism seems to involve a wing bend-
ing:root at 16-17 11z and a second root at 25-26 1.
The control law localized damping action is thus
tuned so as-to be approaimately in:the middle of thiy
band. The width-of the frequency band is controkd
by -the equivalent control Jaw damping parameter
(Eq: 19) which is 21% and-16% for the two cases 1in
Fig. 5.

The results described so- far indicate that, as Jong
as controllability and obsen ability are guaranteed. an
active control system of unlimited- power can stabi-
lize the wing and avoid essentially all--structural
weight penalty that would have been necded 10
achieve this in a- passive manner. Lven when gust
dynamic stresses become critical in the stress desigm
in addition to the quasi stutic stresses inchuded hers)
it is- reasonable to believe that a -powerdul control
system cap -save a substantial amoumt of -structurdl

weight,

The next objective is 1o study how a limited
power-control system effects an integrated design and
how structural weight and control effort interact 0
the course of integrated optimization.  Guat-response
constraints are now added to the previous st of
constraints.  The RMIS values of control surface
rotation ¢, and rotation rate ¢, serve as mensures of
control system effort and bmitations®® £,

At the minimum mass control augmented stnug-
tural design of Fig. 5 (starting with the stress design)
these RMS values were 0.35 degrees and 366
deg sec.  In two additional cases these RIS values
were constrained placing limitations of varying sver-
ity on the control system.  Figure 7 depicts three
mass convergence iteration histores all starting with
the stress design ; a) no bounds on the RMS ¢ and
s b) RMS ¢,<0.2° RV/Sq <217 ] st ¢} RMS
. < 0.1°. RMSq, < 10.5%] sec.  Move limits of 10%
Awere used for all thrée cases.  Nine structural and 3
control systemn design vagables are used simultune-
ously.

As Tig. 7 shows, convergence within 12 cycles s
achieved when the gust response consraints are
added to the stress, gage and stability constraints,
When control surfuce activity is more restricted. the
final skin weight is larger.  Thus limited -control
system resources are traded off against structurdl
resources in a quest for a balunced multidisciplinany
optimum design.  This interaction takes place
dynamically us the synthesis progresses and is hard
or impossible to capture in sequential parametne
studies.

Figure 8 adds 10 our understanding of interdisci-
plinany interactions by following the skin mass histo-
ry (normalized with respect to the stress desim
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Thus the design space spanned three disciplines,
namely. structures, control and- acrodynamics and
the blend of behavior constraints covered strength,
minimum  gage, flutter, pust respense and perform-
ance (induced drag). The same RPV mode] as used
in Refl 17 served as a test:case.

The design studizs in Refs. 17-19 contribute to
the state of the art in design optimization by devel-
oping and gaining experience with synthesis tech-
piques  for  multidisciplinary complex  problems
involving.a very rich blend of constraints. They -also
offer better understanding and a fresh insight into-the
interactions between the various disciplines in wing
design as-well as-numerical results that may serve as
a:-basis for design=iradeofs.

The purpose of the present paper is to add to-the
wowing experience in - acroservocelastic wing  opti-
mization  The design space for the numerical -exam-
ples reported here is -made up of sizing type
structural and conirol system design variables (Ref.
16) "The present capability can handle aerody namic
design vaniables as well but they are not-used in the
present studies. The RPV (Refs. 17-19) is used to
study optimal designs achieved with different control
law structures and the resulting robustness of these
control augmented composite wings. The perform-
ance of different complex eigenvalue approanimations
is also examined. The new multidisciplinary wing
syathesis-capability is then applied to the acrosen oe-
lusiic svnthesis of realistic F16 and X29 type
airplanes in order 1o démonstrate its power and
generulity and assess computational efficiency in
dealing with more complex acroclastic and control
system configurations.  Simplified handling qualitics
requirements are-added to the set of constraints.

Analvtical Modeling Techniques

A unique integration of analytical modeling tech-
niques makes it possible to bridge the gap between
those that are over simplified and the detailed tech-
niques that require 100 much computer time. In the
structures area, an equivalent plate analysis is used
(Refs. 20,21). It is integrated with the PCKFM
(Piecewise Continuous Kemel Function Method) for
lifting surface unsteady acrodynamics (Ref. 22). The
method of Roger (Ref. 23) is used to generate finite
dimensional state  space approximations for the
unsteady acrodynamic loads. The integrated-aeroser-
voelastic system is modeled as a Lincar Time Invan-
ant (LT1) system. The control system is completely
deseribed by the location of sensors and control
surfaces and by the transfer functions of the
sensors.control laws and actuators. Bchavior sensi-
tivity analysis is based on analytical derivatives of all

‘behavior functions with respect to all design van-

ables,

N{ultidispipﬁnan' -Svathesis Methodoloo
Approach-to Optimization

Iollowing its success in structural synthess. the

nonlincar programming approach combined with

approximation concepts (NLP,AC) is used for the
multidisciplinary optimization task (Ref. 24). In this
method-only a small number of detailed analyses are

-carricd out dunng optimization. Each analysis-senes

as a basis for constructing approximations 10 the

-objective and constraint functions in terms of the
-design variables. Then, a series of approximate opti-
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‘mization problems is solved converging to the opu-

mal design.  For this approach to be pracucal it 1s
crucial 1o avoid-too many detwled anulyses for func-
tion cvaluation and derivative calculauons,  This
depends on making the approximations. gccurate vet
simple-enough for efficient solution.

Design Variables

Preassigned parameters for the optimization
include wing planform and depth distnbution. mate-
rial properties and structural layout of the wing ¢
number of spars and nbs and tharr locutions)
Control system structure 15 also preassigned.  Thus
the number of sensors and actuators and their

Jocations are given along with the number of control

laws transforming given combinations of sensor
outputs into control commands. It is also assumed
that the general form of the transfer funcuions of
sensors and actuators are given and cannot be
changed during optimization.

To take advantage of multidisciplinary inter-
actions, the design space is opened up to include
structural design variables, control system and acro-
dynamic design variables simultaneously Structural
design variables then include polynomial coefficients
in the series describing skin layer thickness distrib-
ution over the wing

1
deg)= ) T 5™y
i )

Additional structural design vaniables include spar nb
cap areas, concentrated masses and spring constants
( for the springs representing stiffness of actuator and
backup structure connecting control surfaces to the
wing box or canard 1o the fuselage). Control system
design vanables include polynomial coefficients in
the transfer functions representing control laws.
Aerodynamic design variables include coefficients in
the polynomial senies for wing initial (jig) shape.
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With the structural, contrel and acrodynamic
configurations preasssigned (following the hicrarchy
of designt variables in Ref. 16) the control augmented
structural synthesis problem formulated in this work
is a sizing problem for the three disciplines. Thus- the
balanced treatment of these disciplines (controls,
acrodynamics and structurcs) is also retained in
forraulating the optimization problem.

Objective-Functions and Behavior-Constraints

The-wing can be synthesized to minimize mass or
gust response  or maximize performance  with
consiraints on  stresses, acroservocelastic  stability,
atreraft performance in terms of roll rite, drag or
dray polar specifications and control system perform-
ance in terms of activity in gusts and limits on
control- surface travel and hinge moment.  The
objective function can be chosen to be mass, drag,
RMS value of any response 10 atmospheric turbu-
lence (1o be minimized) or steady roll rate or lift to
drag ratio (to bc maximized) or a combination of
these, Constraints are imposed to meet a combined
stress criterion for composite skin layers and a unidi-
rectional stress criterion for sparnib caps. The acro-
servoclastic system poles are forced to reside in the
left hand half of the complex plane to guarantec
dyvnamic stability If not included as part of the
objective function, the drag, lift,drag, mass or roll
rate can be constrained to ensure acceptable
performance  Static load conditions include sets of
aiven loads acting on the wing or definition of
airplane mancuvers In the second case, static defor-
mation and stresses are calculated to take tim and
acroelastic load redistribution into account.

The nonlinear programming algorithm used for
construined function minimization- throughout this
work is the method of feasible directions as imple-
mented in the CONMIN code (Refs. 25 and 26).

The RPV Wing
Description

Optimization studies presented here deal first
with a small RPV similar to the NASA DAST
research vehicle  Its planform geometry is shown in
Fig. ). A 6.8 aspect ratio, biconvex 10% t'c wing is
actinely controlled by a small control surface located
at about $0% semi-span towards the tip. The
control surface chord is 20°% of the local wing chord,
and it 1y driven by an actuator whose transfer func-
tion is preassigned as follows (Ref. 27)

449

pitch and roll

1.77:44728x 10
{(s+ 180> + 2515 + 314%);

9
5

~ The wing-control surfaces arc-used onhy for aciine
flutter control  The elevators are-used for riggd bods
The clevator actuator transfer fune-

tion is-
da 2 _
b, (s+20)

g, and 8, arc the actuator actual deflection and its
command, respectively.

An accelerometer is placed on the wing strip
containing the control surfuce. It is located 1n- the
middle(spanwise) and at the 0,65 chord point of the
strip. Its measurement, ygp, series as an nput 1o a
control Jaw which. in tum, generates an input
command, 6,, to the actuator of the wing control
surface. The preassigned:accelerometer transfer func-
tion is

IsE_ _ 3147
Wosse (s + 37685+ 314

Wyeee 1S the actual vertical acceleration at the meas-
urcment point.

The RPYV structure is modeled as an assembly of
four cquivalent plates. A flexible wing s attached to
a rigid fusclage and ngid control surfaces. The main
wing box structure, extending from root to tip span-
wise and to 80% chordwise, 15 the structure to be
synthesized. The weight of fusclage, control surfaces
and non-structural wing-mass 1s 308 Kgm for a half
airplane. A Dnden gust model with a scale length
of 518.16 meters and a vertical gust RMS velocity of
1.06 mrsec is used.

The set of three load conditions for wing stress
calculations consists of 3g ssmmetnc pull-ups at sea
level, 10,000 feet and 20,000 feet. In the "mancuver
load” calculations the airplane is trimmed using the
elevator. All stress constraints reflect a 1.5 safety
factor. Flutter, gust and acroservoelastic stability
calculations, though. are carried out at scu level.
Mach 0.9 for the cantilevered wing. This is done
intentionally in order to first examune flutier
suppression structural optimization using a reahistic
but simple example without fight mechanics nter-
actions.

The RPV wing box skins are made of
glass epoxy laminates (Ref, 25y, Tiber dwections are
0. 90, +45 and -43 degrees relative 10 a hine passing
through the midchord points of the wing box. The
skin is then modeled as made of four unidirectional
lamina. The thickness distibution of cach of thess




Latmina 1s deseribed by a nine term polynomial in x
and y as m Tig ). Thus, there are 36 structural
design variables,

Structural Designs.

Mimimum weight -designs with structural design
variubles only subject to minimum gage and: stress
constraints (“stress design”) or gage,stress and flutter
comtraints ("utter design”) are synthesized  first
{1hg. 2). The stress design is ‘unstable. The flutter
constraunts are-in the form of a 2% -lower bound on
viscous damping in five modes- corresponding to the
lowest frequencies.
and comvergence was achieved within 15 optimiza-
tion cyeles.

Structure Control-Designs.

‘The control:system.is now incorporated and wing
-muss s minimized subject to -gage,stress and flutter
wonatraints while the -design space includes both
structurdl and control system design vanables.

Following its successful application 1o the all
Aluminum wing studied in Ref. 17, the first control
law used for this study is the Localized Damping
Iype Transfer Function (LDTTF) described in Ref.
29. This second order control law provides damping
“ocalhy " in the range of frequencies where damping
is needed. Its form is

J . S—
== —— JSE
(" + b, s+ ¢,)

where 3, is the accelerometer measurement and
a.b.c are control system design variables The
denominator  coefficients can be associated with
cquivalent damping (. -and natural frequency w, of
the control law

Ce= ‘*’3
be= 2w,

Thus, ¢, and b, determine the center frequency and
gain peah width of the control law transfer function
while a, determines the effective gain.

The LDTTF control law is used here without
compensation for sensor and actuator transfer func-
tions (Ref. 30). The active control system is
assumed to have no weight in the calculations
performed in this study.

In the case of the all Aluminum wing (Ref. 17),
when the second order control system was added to
the the problem and design synthesis started with the
Stress gage constrained (unstable) design, aeroservoe-
lastic mass minimization made it possible to reduce

Move limits of 40% were used:

the structural mass to its stress design value while the
active control svstem prevented flutter. In the case
of the composite -wing, however, when the design
space was opened up to include the three control
system design variables as well as the 36 structural
design variables, convergence could: not be achieved
when starting with the stress design.

When synthesis starts with the feasible flutter
design, convergence is achicved with 10% move
limits, but only about 60% of the weight penalty
needed for “flutter -prevention is recovered by the
addition of the control system (Fig. 3).

Limiting-the control system power by including
constraints on the aileron: activity in atmospheric
turbulence yields the same trend that was found for
the Aluminum wing: The-more limited the control
system is, the higher the structural weight penalty
nceded for acrosenoclastic stability.  But the fact
that when the control systemn 1s unhmited 1n power,
it could not-take care of the-flutter problem (without
structural penalty) was disturbing and intriguing.
This called for further study.

Carcful examination of the iteration histones
starting with the stress design revealed complex
eigenmvalue approximations that were extremely sensi-
tive to design changes. The accuracy of these
approximations is evaluated when constraint values
via a full analysis at a new design point are
compared to their values at the same point based on
approximations constructed” from full analysis (and
sensitivity analysis) at the previous base design-point.
In the design synthesis cases that failed 1o converge
approximation accuracy for complex cmcma.lucs
could change dramaucall) from iteration to iteration
yielding very good approximations in some instances
and substantial errors in others.

The Rayleigh Quotient Approximations (RQA).
(Ref. 31) improved approximation accuracy but did
not solve the convergence problem. It seems that
for the given structure of the control system it is
impossible to regain all the weight penalty associated
mth flutter stabilization. Indeed a close look at the
poles of the stress design composite wing reveals two
flutter mechanisms (Fxg 4). It appears that the
second order control law cannot stabilize both simul-
taneously because of the narrow range of frequencies
for which it is effective. Indeed, the design does not
converge since it fluctuates between these two insta-
bilities. \When one is stabilized. the other may
become unstable,

The control law was subsequently changed to a
first order low pass filter of the form

Jse

.\'+b




This control law is expected to have a wider
bandwidth and thus-be more effective in controlling
-the two instabilities. Design iteration histories with
gust response constraints of varying severity are
shown:in Fig: 5. The first-order control law makes
it possible to regain most (85%) of:the flutter weight
-penalty. The RMS of control surface rotation and
-rotation rate, however, are much “higher compared
with the second order control law (Figs. 3,5) and this
4s not -surprising given the wider bandwidth of -the
first order control law.

A third control law was also studied. It -is a
fourth order law made up from the sum of two
second order filters. This control law is expected-to
‘be more cffective than the single second order law in
suppressing -the flutter of the stress design. This is
because the form of this control law offers the-free-
-dom to tune a second order-filter to cach of the two
-instabilities.

a; d,

('52 + e;. s+ /)

(s* + by s+ ¢)

S

JSE

where ys is the accelerometer measurement and
a, b..c, d,e.,f. arc control system- design variables.
The denomunator coeflicients can be associated with
equivalent damping ¢, and natural frequency w, of
‘the_control law for each filter

2
€= Wie
B 2
fo= Wye
b= 20,
e =2
= 2492¢

Thus, c,, f.. b, and e, determine the center frequencies
and gain peak widths of the control law transfer
function while a,, d, determine the effective gains.

The performance-of the three control laws when
no gust constraints are imposed on the control
system is compared in Fig. 6. Indeced, the fourth
order control Jaw makes it possible to stabilize the
wing without any mass penalty over the stress
design. Actually, it even reduces the mass slightly
with respect to the stress design, but this is associ-
ated with the convergence -criteria used. The stress
design ‘mass could be sbhghtly reduced by tightening
‘the percent change in objective function used in a
diminishing retum convergence crterion ( 1% was
used in the examples shown).

The initial fourth order law is

1400452 + 20,5 + 14000.) +

22000.0(s% + 100.5 + 20000.)

The final fourth order law is

1421.7)(s% + 20.65 +-9596.8) +

21224:6)(s% + 120.1s + 20752:3)

The double quadratic control law is thus tuned to
frequencics of 15.6 .and 23.0 cps with -equivalent
damping ratios of 10.5% and 41.7° in theses two
frequencics, respectively.

Freezing-the stress design of the composite RPV
wing and looking for the “best” control system to

-stabilize it using a fourth order control law leads-to
‘the design history in Figure 7. Six control system
design variables arc now used in an effort to mini-
:mize the RMS of aileron rotation due 1o atmospher-
dc gusts. 10% move limits dre used to comverge to a

control law

2289./(s% + 17.25 + 9209.7) +
50900./(s2 + 305.5+ 23380.)

yielding a minimum RMS rotation of 1.9 degrees
and associated: RMS:of rotation -rate-of 249. deg scc.
When, -during the optimization, stability is lost. the

-gust response calculation is bypassed. This shows up

as gaps.in the design history of Figure 7 Imposing

‘more severce gust response constraints on the control

system, makes it necessary to trade in some weight
as shown in Fig. 8.

Of course, it might be argued that control system
power translates in the end to added mass. and that
for the tradeoff studies to be more realistic, we need
to include the weight of the control system in--the
objective function. The current capability can tuake
this into account by linking the values of cenain
concentratcd masses to the RMS aileron rotation
and rotation rate needed. This was not. carricd out.
however, in the examples given here because of lack
of appropriate data that will make such a linking
meaningful. In any case, as with the Aluminum
wing, the complex tradeoff between-structural weight
and control system power (or the resulting weight of
the control system) is evident.

Another issue of extreme importance in control

-system synthesis is that of robustness (Refs. 30.32).

Although robustness is not included directly in the
set of behavior functions in-this study. it is interest-
ing to examine robustness of the control svstems
synthesized in light of the fact that control system
synthesis here is carried out for a plant that is chang-
ing during the synthesis process.

All the examples up to this point involve a single
input single output control svstem. Robustness of
this control system can be studied by examinimg the




Naqunt plots of the open loop system. These are
Jiown-in Figs, 9-12.

Jaeures 9912 show Nyquist plots for control
m-'mmh.d wing designs subject 10 gage,stress and
fhatter constrainty for the quadratic. first order and
jourth order control laws, sespectively. In- studying
them 1t should be remembered that they reflect
comtrol laws synthesized for different final plants
(wing structure). The most robust is the second
order control daw (with the highest: penalty in terms
of wing weight). The first and fourth -order laws
show  poor robustness  (small gain  and phase
marzins) as @ result of the increased bandwidth.
Comsiderable  improvement in  gain  margins is
achiecved by subjecting the system 1o gust response
constraints (g, 12), This results in a higher weight
amd corresponds to higher damping in the resulting
acroservoelastic poles.

Before concluding this section, it is interesting to
owamine the effect of different complex eigensalue
approaimations on synthesis-results. Composite wing
skin mass histonies for a structural design subject to
stress. minimum gage and flutter constraints are
shown-n Tig. 13. The hybrid approaimations lead to
¢ shghtly heavier design while RQA- and direct
Tavlor senes approaimations lead to essentialy the
siame result.

The F16 Type Airplane Model

The studics presented thus far focused on a very
simple airplane configuration (the RPV) and a
simple single input single output control system. In
order to demonstrate the power of the present capa-
bility in synthesizing more complex configurations
with more complex control systems two more realis-
tic models are considered.

The first is similar to an F16 fighter airplane and
is shown in Fig. 14. A flexible wing;flaperon combi-
nation 1s attached to a ngid fuselage;elevator combi-
-nation. The wing box skin thickness distribution is
to be synthesized. The airplane is initially statically
stablc and weighs 4234 Kgm per half airplane (not
including the skin mass). Minimum gage and stress
constraints are imposed on an array of 5 x 5 gnd
points over the skin. The two mancuver conditions
considered for stress calculations are a 7.33g symmet-
nc pullup and a steady 160 deg/sec roll, both at sca
level, M=09. Stress (stress+ gage constraints) and
flutter (stress + gage + flutter) design histories are
shown in Fig. 15 for an all Aluminum wing and a
composite Graphite,Epoxy wing. Minimum gage 1s
0.505mm (0.02 inch) for the Aluminum skin and
0.0127mm ( 0.005 inch) for each laminate ( 0, 90,
+ 45, -45 deg.) in the Gr,Ep skin. Acroclastic stabil-
ity is examined for symmetric and anti symmetric

vibrations of ‘the free free dirpldnc at sca level,
M=09. A ‘minimum of 5% ddmpmg (¢ ) is

required in the first four symmetrc and three anti-

symmetric poles (the first ssmmetric pole is a shont
period pole). Damping of 1% is required -for higher
frequency poles.

As Fig. 15 shows, convergence of the design
process s achieved within 15 full
analysis;optimization cycles. When only structural
design vanables were considered, mose limits of 40

-were used. The big penalty. in terms of weight paid
for meeting the flutter constraints is-clearly evident as
well as the weight savings -possible with composite

construction.

A multi input multi output (MIMQ) control
system is now. added to the model (Fig. 16). It is
structured after the actual F16 control system (Ref.
33) with an addition for flutier suppression, Angle

of attack, pitch rate and normal- acceleration are

measurcd at the center fusclage and used by control

Jaws that tahe care of static stability and handling
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qualities of the airplane in symmetnc motion. Roll
rate measurement at the fusclage is used for the roll
channel to control rolling performance. Wing up
accelerometers (at the tip leading edge) of each wing
are used for flutter suppression in combination with
the fuselage normal acceleration reading. The sum of
the tip accelerations is used for flutter suppression in
symmetric motion. Their difference is used for anti
symmetric vibration stabilization.

Assuming perfect sensors and using the transfer
functions of the actual F16 actuators (Ref. 33), sia
control laws are synthesized simultaneously to ensure
5% damping ({ ) in poles associated with elastic
modes in symmeltric and anti symunetric motion. A
35% minimum damping constraint and constraints
on short period frequency that limit it to the range
of 0.25 - 1.00 cps (Ref. 10) as well as a 35% muni-
mum damping requirement on the control
augmented roll pole are a simple way to introduce
handling quality considerations. The interactions
between a flight control system and an active flutter
suppression system can thus be taken 1nto acount in
the early design stages.

Figure 17 shows a skin mass design iteration
history for the control augmented F16 type airplane
model. A total of 36 design variables are used for
the thickness distribution of a wing box skin consist-
ing of 4 composite laminates and 14 design vanables
are used in the control system. Gage, stress. flutter
and handling quality constraints are included. The
design converges to the stress design weight in 11 full
analysis, optimization cycles. The initial and final
control systems are shown in Figs. 18 and 19. Move
limits of 10% were used.




Nyquist plots of the open loop system. These are
shown-in Figs. 9-12.

Figures 9-12 show Nyquist plots for control
augmented wing-designs subject to gage,stress and
flutter constraints. for the- quadratic, first order and
fourth order control laws, respectively. In studying
‘them it should be remembered that they reflect
control laws synthesized for different final plants
(wing structure). The most robust is the second
order control law (with the highest penalty in terms
of wing ‘weight). The first and fourth- order laws
show poor robustness (small gain and phase
margins)- as a result of the increased bandwidth.
Considerable improvement in gain margins 1is
achieved by subjecting the system to gust response
constraints (Fig. 12). This results-in a higher weight
and corresponds -to higher damping in the resulting
acroservoclastic poles.

Before-concluding this section, it is interesting to
-examine the effect of different -complex eigenvalue
approximations on synthesis results. Composite wing
skin mass historics for a-structural design-subject-to
stress, minimum .gage- and- flutter constraints are
shown in-Fig. 13. The hybrid approximations lead to
a slightly heavier design while RQA and direct
Taylor -series approximations lead-to- essentialy -the
same result.

The F 176 Type Airplane.Model

The studies presented thus far focused-on-a. very
simple airplanc configuration (the RPV) and a
simple single input single output control system. In
order to demonstrate the power of the present capa-
bility in- synthesizing more complex configurations
with more complex control systems two-more realis-
tic models are considered.

The first is similar to an F16 fighter airplane and
is-shown in Fig. 14. A flexible wing/flaperon combi-
nation is attached to a rigid_fuselage/elevator combi-
nation. The wing box skin thickness distribution is
to be synthesized. The airplane is initially. statically
stable and weighs-4234 Kgm per half airplane (not
including the skin mass). Minimum gage and stress
cOnstraints are imposed on an array of 5 x 5 grid
points over-the skin. The two maneuver conditions
considered-for stress calculations are a 7.33g symmet-
ric pullup and a steady 160 deg/sec roll, both at sea
level, M=0.9. Stress (stress-+ gage constramts) and
flutter (stress + gage + flutter) design histories are
shown in Fig. 15 for an all Aluminum wing and a
composite- Graphite/Epoxy wing. Minimum gage is
0.508mm (0.02 inch) for the Aluminum. skin and
0.0127mm ( 0.005 inch) for each laminate ( 0, 90,
+45, -45 deg.) in the Gr/Ep skin. Aeroelastic stabil-
ity is examined for symmetric and anti symmetric

vibrations of the free free airplanc at sea level,
M=09. A minimum of 5% damping ( { ) is
required in the first four symmetric and three anti-
symmetric:poles (the first symmetric pole is a short
period pole). Damping of 1% is required for higher
frequency-poles.

As Fig. 15 shows, convergence of the design
process is achieved-  within 15 full
analysis/optimization cycles. When only structural
design variables were considered, move limits of 40%

were used. The big penalty in terms of weight paid

for-mecting the flutter constraints is-clearly evident as
well as the weight: savings possible with composite
construction.

A multi input- multi output (MIMO) control
system is_now added to the model (Fig. 16). It is
structured- after the actual F16 control system (Ref.
33) with an addition for flutter suppression. Angle
of attack, pitch rate and normal acceleration are
measured. at the center fuselage and used by control
laws that take care of static stabmty and “handling
qualities_of the airplane in-symmetsic motion. Roll
rate measurement at the fuselage-is used for the roll
channel to control rolling- performance. Wing tip

accelerometers (at the tip leading edge) of each wing:

arc.used for flutter suppression tn-combination-with
the fuselage normal acceleration reading. The sum of

the tip accelerations is used for flutter suppression in
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symmetric motion. Their difference is used-for anti
symmetric vibration stabilization.

Assuming perfect sensors and using the transfer
functions of the actual F16 actuators (Ref. 33), six
control laws are synthesized simultancously to ensure
5% damping ({ ) in poles associated with elastic
modes in symmetric and anti symmetric motion. A
35% minimum damping c.-nstraint and constraints
on_short period frequency that limit it to the range
of 0.25 - 1.00 cps (Ref. 10) as well as a 35% mini-
mum damping .requirement on the control
augmented roll pole are a simple way to introduce
handling quality considerations. The interactions
between a flight control system and an-active flutter
suppression system can thus be taken into acount in
the early design stages.

Figure 17 shows a skin mass_design iteration
history for the control augmented F16 type airplane
model. A -total of 36 design variables are used for
the thickness distribution of a wing box skin consist-

ing of 4 composite laminates and -14 design variables-

arc used in the control system. Gage, stress, flutter

and handling quality constraints are included. The-

design converges to the stress design weight in 11 full
analysis/optimization cycles. The initial and final
control systems are shown in Figs. 18 and 19. Move
limits of 10% were used. .




It 1s interesting to notice the change in sign in the
anti symmetric flutter suppression--control law, the
bandwidth increase in the two flutter suppression
Jaws and the practical elimination -of the symmetric
flutter suppression law in the final control system
compared- with the initial design. Locations of the
complex poles of the symmetnc control augmented
F16 ty pe-model are shown in Fig. 20 (actuator poles,
acrodynamic poles. integrator poles are not shown).
The damping measure is defined as

C;___(T____

Vol ol

where ¢ and w are the real and imaginary parts of
the complex poles. .\ positive damping measure,
thus, indicates instability.

The synthesis of the control augmented -F16 type
model wing involved 1080-constraints and 50 design
variables. It took 18. minutes of CPU time on the
UCLA IBM 3090 Model 600J.

The X29 T'vpe Airplane Model

The X29 type airplane model was selected for
study because of the potential Body reedom [Mutter
(BFF) instability tspical of forward swept wings
(Ref. 10). This instability is a result of the inter-
action between a wing bending mode whose frequen-
cy drops as ecffective stiffness (structural +
aerodynamic) is lost and the short period mode.
The strong interaction between rigid body and clastic
degrees of freedom presents a serious challenge to the
control system designer. A control system must now
be designed that will ensure proper handling qualities
and flutter margins simultaneously.

The X29 type model is shown in Fig. 21. A
canard surface is used for symmetrc trim. The outer
aileron is used for roll control. Tip missiles are intro-
duced so that first wing bending frequency is lowered
compared with the clean wing with the intention of
creating a BFF instability and providing an interest-
ing test case for the present studies.

Stresses are calculated in 7.33g symmetric pullup
and a 160 deg sec steady roll at sea level, M=0.9.
The shin of the wing box is made of four layers of
-Graphite;Epoxy materal (0, 90, +45, -45 deg. with
repect 1o a line connecting the mid chord point of
the root and tip of the wing). The same gage and
stress constraints are used as in the 16 type model
case. [lutter constraints are applied to symmetric
and antisymmetric vibrations at sea level, M=0.9. A
minimum of 36 dumping ( ¢ ) is required in the first
three poles associated with elastic modes and 1°6 for
higher frequency poles. Six modes are used in the
stability analysis.

Tigure 22 shows skin mass design histories for
the- stress (stress +gage) and {lutter
(flutter + stress + page) designs with- structural design-
varables only. Nine -term sceond order polynomials
are used for the thickness distribution of cach layer (
as in the RPV composite wing case ) for a total of
36 design variables. The optimization is started with:
uniform thicknesses and- uses 40°% mosve limits.
Convergence is achieved in 100 full
analysis;optimization cycles.

Tigure 23 shows a speed root locus plot of the
resulting stress design. As can be scen, the stress
design is unstable and the instability is of a BFF
type. The frequency of the first wing symmetric
bending drops and- the short period root becomes
unstable as the speed is increased.

A control system identical to the.one used for the
I'16 studies 1s now added and used as the starting
point for the control system optimization. Shin

‘mass of the control augmented X29 type airplanc is

minimized subject to gage, stress, flutter and simpli-
fied handling quality constraints and the design-
history is-shown in Fig. 24. Again, as with the F16,
the control system takes care of the dynamic instabil-
ities and guarantees proper handling qualities and
flutter margins while the structural mass is reduced
so-as to take care of gage and stress only. Figure 25
shows the final pole structure of the control
augmented X29 in symmetric motion ( acrodynamic
poles, integrator poles and actuator poles are not
shown). 1096 constraints and 50 design variables
were tncluded and the optimization took 38 CPU
minutes on-the UCLA IBM Model 600J.

Examination of the initial (Fig. 18) and final
(Fig. 26) control systems reveals major changes
introduced during design  optimization including:
changes of sign and climination of some design van-
ables. The power and applicability of the present
technology to complex configurations is clearly
demonstrated.

Conclusions

The present paper and Refs. 14-19 that preceded
it clearly show that using current supercomputers,
ingentous integration of analysis techniques, analytic
sensitivities and approaimation coneept based opti-
muzation methodology, the single level multidiscipli-
nary synthesis  of realistic  actively  controlled
composite wings is both practical and feasible. One
of the important Iessons of this rescarch is that the
introduction of control system design variables in
addition to structural design vanables presents a
challenge to current state of the art approximation
techniques used for approximate optimization prob-
lem gencration.  Smaller move limits are necessary

453




AIAA-91-0986

Transonic Adaptive Flutter
Suppression Using Approximate
Unsteady Time Domain Aerodynamics
Chan-Gi Pak and Peretz P. Friedmann
Mechanical, Aerospace, and Nuclear
Engineering Department, University
of California, Los Angeles, CA

Eli Livne, Dept. of Aeronautics and
Astronautics, University of
Washington, Seattle, WA

RIAA 32nd Structures, Structural
Dynamics, and Materials Conference
April 8 - 10, 1991 / Baltimore, MD

For permission to copy or republish, contact the American Institute of Aeronautics and Astronautics
370 L’Enfant Promenade, S.W., Washington, D.C. 20024




AIAA-91-0986-CP

“TRANSONIC ADAPTIVE FLUTTER SUPPRESSION USING
APPROXIMATE UNSTEADY TIME DOMAIN AERODYNAMICS

Chan-Gi Pak#* , Peretz P. Friedmannt

Mechanical, Aerospace, and Nuclear Engineering Department
University-of California, Los Angeles, CA 90024-1597

-and Eli_ Livne:.

Department of Aeronautics and Astronautics, F$-10
University of Washington, Seattle, WA 98195

Abstract

A digital -adaptive controller is applicd to the
active flutter suppression problem-of a wing under-time
varying flight conditions in-subsonic and transonic flow.
Linear quadratic -controller gain at each time step is
obtained using an .iterative Riccati solver. The digial
adaptive optimal controller-is robust with respect to the
unknown external loads. Flutier -and- divergence -insta-
bilities are .simultaneously suppressed using-a trailing-
edge control surface and displacement sensing. A new
transonic unsteady- aerodynamic approximation metho-
dology is developed which.enables one to carry out-the
rapid calculation required for transonic aeroservoclastic
applications. This approximation is based on a combi-
nation of unsteady subsonic aerodynamics combined
with a transonic correction procedure. Aeroservoelastic
ransient time response is obtained using Roger's
approximation, state transition matrices and an iterative
time marching algorithm. The aeroservoelastic system
in the time domain is modelled using a deterministic
ARMA model together with a parameter estimator.
Transonic flutter boundaries of a wing structure are
computed, in the time domain, using an estimated
aeroelastic system matrix and are in good agreement
with experimental data for the low transonic Mach
number range.

Nomenclature
General notation
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Denotes value at time 1.
Denotes steady state value at t=co,
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Denotes (x} at discrete time k.

The i-th element of the vector {A i)}
The i-th element of the vector.{A y(=))
AR coefficient

MA coefficient

Chord length

Real part of the j-th eigenvalue
Imaginary-part of the j-th eigenvalue
Nyquist frequency

Performance index for the digital
adaptive optimal controller

Order of ARMA model
Free stream Mach number

Order of generalized displacement
vector {7(r)}

Number of discrete frequencies at
which subsonic aerodynamic influence
coefficient matrices are computed

Number of aerodynamic lag terms

Order of aeroelastic system matrices
obtained from the Roger’s approxima-
tion

Order of displacement vector {g(t)}




Vector Symbols
['A [ (' )l

{Ag1))

{As1))

{Agls))
{e;)
{GhL
{L])s
{g@))
Q)
{R (1)}

Free stream: pressure
Free stream  dynamic  pressure
(E%'YP.M 2)

The i-th element of the vector-{r (1))

Weighiing factor for the control sur-
facc:deflection angle-§;

Laplace variable

Time step for the ilerative time-
marching algorithm

Sampling time for-the parameter esti-
mator

The i-th diagonal clement of the
matrix [Tg(=))

Wing response at sensor

Ratio of specific heats (=1.4)

Control surface deflection angle
Laplace transform of 8(t)

Forgetting factor

The -i-th modal damping of -the wing
structure

The i-th acrodynamic lag term

The i-th undamped natural circular fre-
quency of the wing structure
The i-t: damped nawral circular fre-
quency of the wing structure

L4
The i-th modal damping facior of the
wing structure '

The i-th column vector-of the matrix
[Ac(e))

Generalized transonic  aerodynamic
influence cocfficient vector
comresponding to the unstcady control
surface motion

Generalized  subsonic  aerodynamic
influence coefficient vector
cormresponding 1o the unsieady conwrol
surface motion

Laplace transform of the vector (A1)}
Unit vector whose i-th element is 1
Controller gain vector at ime 1=AT,
Estimator gain vector at ime 1=AT,
Displacement vecior

Transonic asrodynamic force vector

Generalized  transonic  acrodynamic
force vector
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{R,) Generalized fransonic  acrodynamic
force vector at-steady state
{R.(1)) Generalized transonic  acrodynamic

force -vector corresponding to the
unsteady elastic wing - motion

{R.(t)) Generalized -subsonic  aerodynamic
force vector -corresponding -to the
unsteady elastic wing motion

{R.(s)) Laplace-transform of {R, (1))

{R&(t)) Gencralized  transonic  aerodynamic
force vector -corresponding 10 the
unsteady control surface motion-

{Rs(t)y Generalized subsonic  acrodynamic
force vector .corresponding 10 the
unsteady control surface motion-

{Rs(s)) Laplace transform of {£4(¢))

{r(1)} Unsteady component of the general-
ized displacement vector

{X, ) Aecroservoclastic state vector associ-
ated with the estimated- system-param-
eters

{X, (1)) Acrodynamic state vector correspond-
ing to the elastic wing deformation

{X,(1)) Structural State- vector

{Xs(1)) Acrodynamic state vector comespond-
ing to the control surface deflection

{Y)) Acroservocelastic output vector

)] Generalized displacement vector

{n,) Generalized displacement  vector at
steady state

CIN Parameter vector at time (=T,

{o)s Regression vector at ime 1=4T,

Matrix Symbols

(A;)IB,1[C,] Estimated aeroservoelastic  sysiem
matrices

(AI]-[B&]-[BIr]-

(C.).IDe JAD;,]  Acrodynamic system matrices
corresponding to the elastic wing
deformation

[A1[B,){C,)  Structural system matrices

{Ag){Bzs).[Byg).

(Ce){Doe)[Dyg]  Acrodynamic system matrices
comesponding 10 the conwol surfate

deflection
[A. (1)) Generalized transonic  acrodynamic
influence cocfficient matrix

corresponding to the unsicady elastc
wing motion




1A @) Generalized  subsonic  acrodynamic

influence coefficient matrix
corresponding to- the unstcady- elastic
wing-motion

1A (5)) Laplace transform of the matrix [4, ()]

(€] Damping matrix

i Idcn{ity,:mauix

(K) Stiffness matrix

M) Mass matrix

(P Steady state Riccati-matrix

{P) Riccati-matrix at time ¢=kT,

Q] Weighting matrix for the state vector
(X5 e

1T. ) Transonic correction matrix -due 10
elastic wing dcformation

{Ts)) Transonic correctiqn matrix -due 10
control-surface deflection

[y Eigenmatrix of order nxm

¥k Covariance matrix at'ime ¢=kT,

2[Ew) Gencralized damping. matrix-

[62] Generalized stiffness matrix

{®,] State transition matrix (=e “'V')

[®,] State transition matrix (=e ""T“;

(®3) State wransition matrix (=€ . )

[8.] Time inwgralrion of siate transition
matrix (®,] (= I e 'A'n‘w’dc)

[8,] Time inwgragon of state transition
matrix (®,) (s.l'e'A‘w"°’dc)

(A Time inu:gra;ion of state transition
marrix [®g) (s‘[e ”‘v"c)do)

1. Introduction

1.1 Background

The active fluuer suppression problem of
advanced aircraft configurations is a multidisciplinary
design task which combines several disciplines such as
structural dynamics, unsteady aerodynamics, control,
and flight mechanics. During the past decade active
flutter suppression systems for the subsonic and super-
sonic flight regimes have been studied extensively.
However, the transonic flight regime has received only
very limited auention. A considerable amount of effort

has been spent on the development of active flutier
suppression systems at NASA-Langley Research Center
under the Drones for Aerodynamic and Structural Test-
ing (DAST) program.1»23 The majority of fluter
suppression studies related  to-the DAST wing model
are-based on the-time invariant subsonic aeroservoelas-
ticity.

Flutter suppression in the transonic -flight regime
using active controls presents a challenging problem
due to-the nonlinear nature of the transonic aeroclastic
problem. Simple -proportional; integral, and derivative
(PID) type conirollers combined with detailed unsteady
transonic aerodynamics based on computational fluid
dynamics (CFD) have been -applied to the transonic
flutter suppression problem.* In a recent sesearch
activity, industry, the Air Force research laboratories,
and the-NASA have joined efforts on the.Active Flexi-
ble Wing (AFW) program.5 A:low-order real time digi-
tal fluier suppression system-for the AFW model was
actually built and tested in subsonic flight conditions.
For the-transonic regime a simple PID controller for the
AFW was studied- using a computational aerodynamics
based simulation.”+8

In recent years an extensive body of research
aimed at computing the three-dimensional unsteady
transonic acrodynamic Joads using computational aero-
dynamics has been developed.9-10.11 Excellent com-
puter codes based on the transonic small disturbance
equation or the full potential equation were developed
and tested with various wing geometries.}2.13.14
Detailed CFD techniques for the three-dimensional
unsteady transonic acrodynamics promise accurate
prediction of the aerodynamic forces for structural
optimization applications. However, these techniques
are offen difficult to use in aeroservoelastic studies,
because computing time can become excessive. Furth-
ermore, frequently the aerodynamic loads are obtained
in a form which is not convenient for inclusion in stu-
dies aimed at flutter suppression.

1.2 Motivation

The inherently nonlinear nature of the transonic
aeroelasticity combined with the high computatonal
cost associated with computational aerodynamic codes
has limited the number of aeroservoelastic studies deal-
ing with this flight regime.47 .8 To reduce computa-
tional cost for the three-dimensional unsteady transonic
computations, approximation methods have been
developed by a number of authors.!5.16.17 Approxima-
tion techniques developed to date were based on the
frequency domain approach. The need for effective
on-line active flutter suppression systems has led to the
recognition that time domain aerodynamics are needed
for aeroservoclasticity. A number of authors have
developed time domain acroelastic analyses suitable for
the subsonic or supersonic flow regime.13.19




The majority -of aeroservoelastic studies con-
ducted_to-date have emphasized-a linear time invariant
-system approach, because this approach has-been found
‘to be successful in the subsonic and supersonic flight

rtegimes. In the wansonic flight regime, which is.
inherently-nonlinear, the validity-of this lincar approach:

is questionable. Furthermore, under actual flight condi-
tions one can have variations in flight speed, thermal
Joads due-to acrodynamic heating, varying-amounts of
-fuel in the wing structure, and-different extemal store
configurations. Under such conditions the time invari-
ant assumption may limit the validity of the acroser-
voelastic model used-in the design of an active flutter
suppression system. Digital adaptive control methodol-
-ogy is an attractive-candidate for real time active flutter
suppression, because the control law parameters can be
adjusted to follow the changes-in the aeroclastic Sys-
tem.

Discrete time, digilal, adaptive control is a well
-established -methodology. The most attractive feature

of this approach is its ability -to handle mildly time

varying nonlinear sysiem, such-as encounterei in tran-
sonic acroelasticity. Adaptive control has been applied
-successfully to the control of robotic manipulators by a
number of -authors.20-2! Application of an adaptive con-
roller to subsonic active flutter suppression has been
described by Slater and Livneh?? using the model-
reference adaptive system. The-main drawback of the
model-reference adaptive system is that the adaptive
flutter suppression system did not work for a non-
-minimum-phase sysiem which can occur in acrcelastic
problems.>?

The efficient computer modelling and simulation
studies of a digital adaptive, real time, active flutier
suppression system for time varying flight conditons in
rransonic flow require the treauvment of three specific
items. The first item required is an approximate
method for computing the three-dimensional unsteady
rransonic aerodynamic loads to reduce thc computa-
tional cost of the acroservoelastic studics. Secondly,
the approximate three-dimensional unsteady transonic
acrodynamic loads should be calculated in the time
domain. This is an essential requirement for the real
time computer simulation of the adaptive digital flutter
suppression system. The third ingredient is the ability
to change the free stream Mach number during the
compuler simulation, so as to be able to test the adap-
tive fluer suppression system under time varying flight
conditions. This last ingredient is quite difficult to
implement because the unsicady acrodynamic Joad cal-
culations ase usually based on the assumption of a fixed
free stcam Mach number. Finally, it should be
cmphasized that a fast, approximale transonic acroser-
voclastic simulation capability can play a useful rolc in
preliminary  design and  suuctural  optimization of
actively conuolled composite wings.
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1.3 Research-Goals

The primary objective of this study is to study
the application of a digital adaptive-optimal controlier
to-transonic active flutter suppression. This is achieved
by introducing on-line estimation for the aeroelastic
state space model combined with an iterative Riccati
solver for the control law:synthesis procedure. On-line
estimation of the aeroservoelastic state space model is
based on a deterministic Auto-Regressive Moving
Average (ARMA) model and an on-line parameter esti-
mation technique. Wing response information at a
selected sensor location is used for on-line parameter
estimation.

The major advantage of this technique is that the
same flutter suppression system can- be used for the
subsonic, transonic, or supersonic flight regimes, since
the -adaptive conwrol technique is based only on the
time history-of: wing motion. The on-line estimation of
the acroclastic state space model. "yields additional
benefits. Until- now the least squares curve fitting
method2? and -the moving-block analysis?* have been
used- to identify aeroelastic system damping and fre-
quencies in time domain.25.26.27 However, because of
excellent convergence of the parameter cstimator used
in the present rescarch, the time domain flutter boun-
dary identification procedure can be casried out with a
rclatively small number of acroclasiic transient time
history calculations. Simple eigenanalysis can be
applicd 10 the estimated state space equations to obtain
the acroclastic system damping and frequencies.

The second objective of this study is to develop a
simple methodology for approximating the three-
dimensional unsteady transonic aerodynamic loads in
the time domain for the acroservoclastic applications,
The approximation procedure for obtaining these
unsteady transopic loads is based on using relevant
information from time domain unstcady subsonic acro-
dynamics. Methods developed for subsonic acro-
dynamic load calculations such as frequency domain
lifing surface theories?8.29 and the finite state approxi-
mations30.31.32 are uilized in this approximation
method.  The transonic approximation method
developed here requires only the computation of a tran-
sonic comection matrix which is used in conjuncton
with a time domain subsonic code.

The well known transonic bucket effect can be
captured. Thus, transonic acroclastic compuiauons can
be camied out with low computational cost while
retaining the important physical transonic aeroclasuc
characteristics. Divergence analysis can also be camned
out with considcrable case. Another important feature
of the approximale transonic acrodynamic load
representation used in this study is the ability 10 van
the free stream Mach number during the simulauon.
This enables one to test the adaplive optimal controller
under time varying flight conditions.




2. Mathematical Model )
for:the Aeroelastic-System in Transonic Flow

2.1 Structural Modelling-

The small perturbation equations of motion for a
wing structure have the following form

MG @) + (CHq)) + [KHg ()} ={Q () . n

Mass-and stiffness matrices, [M) and [K), in Eq.(1) are
obtained using the LIfting Surface Structural Analysis
(LISSA) computer code.33 This code -is based on wing
equivalent plate analysis:34 In this wing equivalent
plate analysis wing deflections and mode shapes are
accurately predicted using a-relatively small number of
polynomial terms. It was reported®® that wing

equivalent plate analysis is 30 and 60 times faster than.

the finite element method in static and free vibration
analysis, respectively. The LISSA code is particulary
efficient_ for the -multidsciplinary optimization-of com-
positc wings33-36 with a rich variety -of practical con-
strains.

Solving the free vibration problem represented by
Eq.(1) using an orthonormal coordinate transformation
{g(0)) = [C){n(r)} together with an assumed -modal
damping yiclds:

(i) + 2[Ca){(1)) + [ (n()} = (R(1)} @

The orthonormalized cquations of motion, Eq.(2), can
be -rearranged to obtain the structural state-differcntial
equation and structural measurement equation. The
structural state-differential equation in the first order
state variable form is given by:

1X,(0) = (A )X, (0} + [B,1{R()) (3)

and the structural measurement equation can be writien
as:

{r@)} =(C, X, () @)

2.2 Time Domain Unsteady Transonic Aerodynamics

Since the steady state wransonic acrodynamics of
the wing is essentially nonlincar, the airfoil shape of
the wing determines both the position and strength of
the steady state shock. The perturbed unsicady acro-
dynamics, due to wing motion, is strongly affected by
the steady staie shock waves. To obtain a good
approximation to the unsteady aerodynamic loads, the
correct computation of the steady state -pressure on the
wing surface is a basic requirement.3? In some cases
steady state pressure distribution- from the wind tunnel
test or computations based on CFD codes were used to
obtain the nonlincar steady state aerodynamics for the
approximate methods.}6-17.37 The second assumption
frequently used in approximate wransonic aerodynamic
load calculations is that the perturbed unsteady wing
moton around the steady state posiuon can be treated
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as lincar when-sufficiently-small wing motions-occur.38

‘In this study, we adopt the assumption that for a
small-dynamic motion of-the wing, the unsteady tran-
sonic acroelastic model’ is a dynamically lincar
model.38 Using-this assumption for-the perturbed wing
motion the following vector equation can be written for
the generalized' transonic aerodynamic force vector
(R@)}:

(R} = (R} +:(R.(1)} + (R4(1)) (5)

The vector (R} in Eq.(5) represents the generalized
steady state transonic -aerodynamic force- vector.
{(R(t)} and (R(r)} are generalized- unsteady- transonic
acrodynamic force vectors due to elastic deformations
of the-wing around the steady stete position and control
surface motion, respectively.

The approximate method for calculating the
three-dimensional unsteady-transonic:aerodynamic loads
employed in this research-consists of-three steps.

1) Steady state wansonic acrodynamic influence

coefficient matrices are compuied using -detailed

three-dimensional full potential transonic CFD
code.

2) Transonic correction -matrices are obtained from
the sicady state subsonic and transonic acro-
dynamie-influgnee coefficient matrices.

3) Three-dimensional unsteady-transonic acrodynamic
loads are obtained from the thrge-dimensional
unsteady subsonic aerodynamic loads comrécizd by
the using transonic correction matrices.

The first step is the computation of the steady
state transonic aerodynamic force vector (R,]. The
vector (R, ) is a gencralized nonlinear steady state wran-
sonic aerodynamic force vector. The full potenual
code developed by Shankar et al.'3 is used t0 obtain
{R.) and {n,}. Here, the generalized displacement vec-
tor {n,} of order m comesponds to the steady state
position of the wing structure.

The unsteady components {R.(r)} and (Rs(r)} in
Eq.(5) are computed as follows. A perturbed general-
ized displacement vector for the dynamic mouon of the
wing can be defined by

frd) =)}~ M.} .

Since {r(r)} and the conwol surface deflection &{z) are
small, it is assumed that vectors {R.()} and {R{r)} in
Eq.(5) can be calculated using the transonic aero-
dynamic influence coefficient matrices given by

(Re ()} = [A()Hr (1)) 6)
and
{Ru(r)) = {Aslr)) &) €)]

A (1)) and {A(r)) are assumed constant and are calcu-
lated by perturbing the generalized displacements about




the stcady state reference position of the wing-and cal-
culating ‘the resulting perturbations in transonic aero-
dynamic-forces. Thus,

{Aal) = -53—1& ©) ®)
r;

and

As(t) = fgmw)) ©)

and- since -there -is-no dependency on-time we -denoie
them [A.(=)) -and ({As(es)}. Now, cormesponding
influence coefficicnt matrices due to-small steady dis-
-placement and control surface perturbations in subsonic
flow are-calculated:by the Piecewise Continuous Kemel
Function-Method>? (PCKFM) and-denoted [A,(=)) and
{Agl)]. A comectlion matrix is nmow construcicd to
transform the subsonic steady generalized load matrix
10 its transonic small perturbation equivalent.

[Ac (o)) = [T, (o)A, (o)) (10)
Jeading to:
T (o)) = (A (e NA )]

‘Similarly,.the i-th element of the other transonic corree-
tion- matrix [Ti(es)], which is a diagonal ‘matrix, is
-assumed 10 be

Ag (e
Tga(eo) = f—(l

Ag(ce)
This comection is applied at cach time ¢ to unsteady
acrodynamic forces calculated by the PCKFM.

(A (1)) = [Te (o)A, (1))

{A)) = {Teleo)A ()
lcading ( Eqs.(6) and (7) ) 10
(R} = [T (=) (R (1))
[Re(t)) = [Tele)) (R ()}

The sccond sicp in obmining the approximate acro-
dynamic loads used in this swdy resembles the
quasisteady correction method suggested by Zwaan. 16

The third step required for the computation of the
approximate acrodynamic loads consists ¢f the compu-
tations of the generalized subsonic acrodynamic force
vectors {A.(1)) and (Ry(r)} in the time domain. The
generalized subsonic asrodynamic force vectors (B, (r))
and (Ry)} in the tme domain are obtained from the
subsonic acrodynamic state space descriptions. Using
the Roger’s approximation o the Laplace uansformed
subsonic gencralized acrodynamic influence coefficient
mauices Ieads w

- MG
.00 = [Dg] + 5[D,, ] + Z'C")?éf . (12)

isl
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Since for subsonic unsteady flow
(R.(s)) = (A5 NUr(s)) a3
we substitute Eq.(13) into (12) to get

NG
(R.()N=(Do Ur(s)}+(Dy, Is (r (N TAC: 1—=—{r (5)}, (14)

in1 5482,

Acrodynamic states are defined as

(Xa()) = (Fs)—

548
s(X(s)) = ~uMX0))+ s(IUF(s)) i=12.--- NG
Thus:
s{%.(s)) = [A )X, (5)) +.By Js [7(s)) . (15)

where (£ = [(Ba) (ZA) - - (Fonc IV |-

Transforming Egs.(14) and (15) back 10 the tme
domain lcads to

{R. ()} = [C,HX, (1)} + (Do }{r (1)) + D JF ()} . (16}
where [C,] = [[C1]IC2) - - - [Cac)).

and 1o
X, () = [A X, ()} = B }FQ)) . a7

Similarly, for .the control surface subsonic unsicady
aerodvnamic forces:

(R0} = (CAXs(r)} + [Des}B(r) + (D3)50) (15)
X0} = [AsHX () + [B1e}5(1) (19)

To complete this section a briel discussion of the
limiations of the preseat approximations -to the
unstcady transonic acrodynamic loads is presented.
Three possible cases can be encountered during the
simulations. The first case comresponds o 2 subsonic
free stream Mach number, which is sufficicntly low so
that the local shock has not developed yet over the
wing surface. For this case the subsonic assumpion
for rcpresenting the unsteady acrodynamic effects is
appropriate. The second flight condition corresponds to
the development of a local shock over the wing sur-
face, ‘however its position is still far upstream of the
wailing edge. In this case the wing trailing edge is still
in subsonic flow. However, due o the Jocal supersonic
subregion on the wing, the unsteady subsonic 2ssump-
tion is violated in this, fairly small region. The third
condition corresponds to a strong shock which is in the
vicinity of the trailing edge. Under such conditions
wing motions will produce chordwise motion and oscil-
latons of the Jocal shock wave. When the local shock
wave moves 2ft of the wailing edge. the wing trailing
edge will be in the local supersonic flow, Obviously
this conditon will represent the most severe violation
of the subsonic assumption, used (0 gemerate the
unstcady transonic acrodynamic loads, emploved in this




study.

Anotn2r limitation of the present approximate
meiicd is.due 1o-the quasistcady correction for tran-
sonic effects. Duc to this limitation the approximate
method gives more accurate results in the low reduced
frequency range.

2.3 Tterative Time Marching Structure/Aero-
dynamic Integration

Structural and acrodynamic state-differential
equations are integrated simultaneously using an itera-
tive time-marching algorithm and state transition
matrices. It is assumed that vectors (R (1)}, (r (1)}, and
{F(2)} are linear in time-interval kT, <t<(k+1)T,. In-this
time interval, these vectors are-assumed to be equal to
average of their value over the interval. “Where, T,
represents the time step-of the iterative time-marching
algorithm. Thus, time integration of state-differential
equations in the first order state variable form yields
the following state-difference equations.2s

AR)x + {Rra

X} = 1®,)(X, )i 4 [8,](B,) 3

(20)

Similarly the aerodynamic state-difference equations
can be written as:

b =101 + (0B, 2l )
sk + &'17
{Xs)Jear = [@5){X5)s + [65)(Byg) ———— (22)

2

Structural and aerodynamic measurement equations at a
discrete- time k+1 lend themselves to simple representa-
tions. The structural measurement equation given in
Eq.(4) can be written in the discrete time as

(Y Jaar = [CX, Jaar (23)
and aerodynamic measurement equations become

(Re Jiey = [C )X, Jint + (Do ){r gt + [Dy, )7 Yy (24)
and

(Rs)ir = [Co)(Xs)sr + (Doe)Bpay + (Dig)sy (25)

In Eq.(20) the structural-state vector (X, };.; is a func-
tios: of the structural state vector {X, ), and the general-
ized transonic aerodynamic force vectors {R): and
{R)i. However, the generalized transonic aero-
dynamic force vector {R )i, is not available at the
beginning of time step k+1. At time k+1, the general-
ized subsonic aerodynamic force vectors can be written
as

(Redior=2(R, ) = (R, Jsay (26)
(Re)er = 2{Rs)s = (Rs) 1y 27

Thus, Egs.(20) through (25) can be solved iteratively at
time step k+1, and the iterative time-marching algo-

rithm can be summarized as follows:

1) P[CdiCl {RJ;.; and [Rb)‘.] usingf Eq5(26) and
27).

2) Calculate the generalized transonic acrodynamic
force vector at time k+1,

{R)rar = (Ry) + [Te (o)) (R, haer + [Te(e) (Re}ies

3) The structural state vector {X, )., and acroservoe-
lastic output vector (¥.),., can be obtained from
Eqs.(20) and (23), e ;n.otively.

4) Determine the contro! urface-defiection angle §, .,
and construct generalized displacement -vectors
{r )y and {r)i.;. The control surface defiection
angle §., can be calculated using informauon
associated- with the conwoller, which will be
described in the next section.

5) Calculate -acrodynamic state vectors (X, };., and
{Xs)as from Egs.(21) and (22), respectively, and
update gencralized subsonic aerodynamic force
vectors (R, )ya and (Rglia al time k+1 using
Eqs.(24) and (25). If the iteration number.is larger
than the assigned value, go to step 1. Otherwise,
return o°step 2.

L should be noted that one iteration in the this iterative
scheme comesponds to the time-marching algorithm
developed by Edwards et al.2®> Two consecutive itera-
tions in this iterative algorithm correspond to the
predictor-corrector scheme used by Robinson et al39
The main drawback of the above iterative scheme is
that the time consuming control law design procedure
is inside the iterative scheme. Therefore for betier
computational efficiency control surface deflection
angle §,., is not updated during these iterative compu-
tations,

3. Adaptive Controller

3.1 Input-Output and State-Space Descriptions of the
Aeroservoelastic System

In this study single-input single-output deter-
ministic ARMA model with 24 Auto-Regressive (AR)
and 2M Moving Average (MA) coefficients® is used to

describe the input-output relation for the aeroservoelas-
tic system,

M wm
Ve + Yiyei = YbiSia
i

in)
In vector form,
ye = (8)](0): . (28)
where

(8} = l—ax ~ay *cc =au by by - by

Remnmemicmns

(6} = l)’m Vica " Yeeaw Opo3 Oia c o Byiaw J




In Eq.(28) y, and 8, are the wing response and-control
surface deflection angle at discete time-k, respectively,
The -input-output description given -by Eq.(28) is
equivalent t0 a state-space description which -can be
written as

(X5 )11 = (A (X )4 +-(B, )5, (29)-
')’g—= [Cp]{Xp )k ’ (30)
where-
3 1 {
i -3 0 1 o 0 b2
[AP]___',:'... s . e s ’{BP’=<I.. >
%—am-) 0 o0 - i bapa
E—am 0 0 - 0 wa
and,

lC,]=:[l 00 - o,] .

The state vector-{X, ), -is defined

Yi
hy(k)
SRR 31)

how-y(k)

with-
Yo == apyiar + 518 + hyk-1)
hy(k) = ~ azyiey + babyoy + ha(k-1)
(32)
hayy-ok) = = azy-gyiar + bayordicy + hoya(k-1)

haa(R) == @omypar + bay Osey .

The state space description in Eqs.(29) and (30) is in
observer form and is.completcly observable.*! Thus,
cach element of the state vector given in Eq.(31) can
be observidd completely.

3.2 Ou=Line Parameter Estimation

Identification of structural dynamic properties
using parameter estimation techniques has been studied
by many authofs.20:21.42.43 Parameter estimation -tech-
niques-have been also applicd 1o the stability and con-
ol swdies of flight vehicles,4445.46 Application of
parameler estimation techniques to aeroservoclastic sys-
tems js introduced in this study. The AR and MA
coefficients in matrices [A,) and (B,} arc estimated
using the Bierman’s U-D (BUD) algorithm?7 given as

{0 = {8)4oy + {L )i (yi —~(0)11{0)4)

“. }‘ = [v]l’;l(o)l
2y + {0} [V (O

(33)
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AT

Vi, = AV)i1{0)a (O} (V)i

M M+ OVIea(o))

where a covariance matrix [V]; is defined: as

V) = (URID LIV, Detailed descriptions-of the cal-

culations -of a diagonal matrix {D); and an upper ti-
angular matrix [U];, whose diagonal elements equal to
1, are presented in reference 47, The BUD algorithm
is a modified version of the recursive least squares
algorithm which ensures the positive definiteness of-the
covariance matrix-in the recursive estimation procedure.

The main advantage-of the parameter-estimator is
that the additional state -estimator is not- required to
estimate system stales. Once ‘the AR and MA
cocfficients in matrices [A,]) and {B,) arc estimaled,
then the -state vector {X,); can be calculated using
Eq.(32).

3.3 On-Line Control Law-Design

The-unknown aeroservoelastic system paramelers
arc estimated using an -on-line recursive estimation
method. The next-step is an on-line control law design
procedure using the estimated acroservoelastic system
parameters, The estimated acroservoclastic system
parameters are treated as if they are true; i.e. the uncer-
1ainties of the estimation are not considered.

The adaptive optimal control law is designed to
minimize approximately the following linear quadratic
performance index J.

J = i A IQUX, 1y + 8D .
k=0

where [Q). is a positive semidefinite symmetric matrix
and r, is a positive constant. The following control
law would-be optimal for /.20

& =~ (G)zT{xp]x ’ (3“')
where a controller gain vector {G}; is-based on

{B,)7[PL[A,)

G\ =, 2222 0P
Gh= ) PR,

and the Riccati matrix [P}, is obtained using

[P)e-3 (B, } (B, )7 [P}y .
ot (B, TPl (B, A 69

(PL=(A, Y (Pl

The Riccati matrix (P}, will converge 10 a constant
nonnegative symmetric matric [P] , which satisfies the
discrete-time algebraic Riccati equation

(P)(B, }{B,}7[P)

(P} = (4, ([P} - = {B,)7(P}{B,}

NA,)+{Q1 (36)

, if the acroservoelastic system is stabilizable, At time
k the Riccati matrix [P)y in Eq.(35) can be iterated as
follows:




1)  Calculate:[P), based on Eq.(35).

2)  If-the Riccati matrix (P), is converged, go o the
next time step. Otherwise, assign -[P)i., = [P}
and return to step 1).

Only one iteration is recommended- at each discrete
time step to save the computation. time for the control
law design procedure.?® The adaptive optimal control
law given in Eq.(34)-is thus obtained using-estimated
aeroservoelastic’ system matrices [A,] and {B,} together
with one iteration of Eq.(35).

3.4 Special Features of the Computer Simulation

Covariance Matrix Resetting Technique.
When diagonal elements, which corresponds to AR
coefficients, of the covariance matrix [V], in the param-
eter estimator-given in Eq.(33) converge to very small
values- while other elements, which corresponds to MA
coefficients, remain large, then additional ‘recursive
computations can not improve the convergence of AR
and MA coefficients, A covariance matrix resetting
technique is essential in order to increase the conver-
gence rate and- robustness of the parameter estimator.4!
In such a technique the covariance matrix is periodi-
cally changed to-a diagonal matrix ofI). In-this study,
the average of the maximum and minimum diagonal
elements of the covariance matrix is used

{D}; = ofl)
Wwy=m.
where
o= MAX (D;(j-1)) + MIN(D;; (j~1))

2

The subscript j-and D, (j-1) represent the resetting time
and the i-th diagonal element of the matrix [D),,,
respectively.

Order of the ARMA Model. It is possible to
estimate the order of the ARMA model from input and
output data if a lattice filter is used as a parameter esti-
mator.21:43,48 The BUD algorithm for parameter esti-
mation in this study does not have the ability to esti-
mate the order of the ARMA model, Thus, it is
assumed that the order of the ARMA model, 24, is
known. The order of aeroelastic system matrices
obtained from the Roger's approximation can be calcu-
lated from the following equation,4?

NM =2m + mxNG .

Here, m and NG represent the order of the generalized
displacement vector and the number -of aerodynamic
lag terms in the Roger’s approximation, respectively.
Theoretically, the order of a deterministic ARMA
model, 2M, should be equal to NM. However, the full
state-feedback control law and the small sampling time

1840

T, for a digital controller can not be used because of
practical limitations. Therefore, -the reduced order
feedback controller is used-in this study. It-is assumed
that the order of the deterministic ARMA model is-less
than or cqual to the order of the generalized displace-
ment vector.

Msm ,

The reduced- order ARMA model ( 2M<NM ) faces a
potential problem since unmodeled high frequency
components can cause a frequency aliasing in -the
parameter estimation and control- law design pro-
cedures. Using an anti-aliasing filter is one possible
approach for-reducing the sensitivity-of the estimator.

Since the contribution: of lighily damped modes
dominates the dynamic response of an aeroservoelstc
system, and since our interest is focused on -these
lightly damped modes, relatively small M -and m are
selected for the reduced order ARMA model and. the
order -of the generalized displacement vector, respec-
tively: In this study, most of the numerical examples
use m =3 and NG =8. Therefore, NM becomes 30.
However, the order of the ARMA model 2M is equal to
6. Hence, 24 frequency components are neglected in
the adaptive optimal control law design procedure.

In order to study potential problems due to
unmodelled dynamics a large order aeroservoelastic
system is also used. A tenth order sine Butterworth
low-pass filter30 is used as the anti-aliasing filter in the
present study. The number of structural natural fre-
quencies which are smaller than the cutoff frequency of
the anti-aliasing filter is assigned to the value of A.
For this example with the unknown random external
loads, 8, 16, and 3 are assigned to values of m, NG, and
M, respectively. Thus, eight modes are included in the
time histories-computed with three modes in the previ-
ous case.

Learning Period. A short learning period,
t = 8xMxT,, is used for obtaining the initial estimates
of the ARMA coefficients which are needed for-iniuial-
izing the Riccati matrix [P); in Eq.(34). During this
period, the control surface is excited by small-
amplitude white noise. At the end of the leamning
period, the initial condition of the the Riccati matrix,
[P}o, is calculated from the discrete-time algebraic Ric-
cati equation, Eq.(36), using Potter’s method.5!

Caution should be exercised when the computer
simulation is started under the unstable flight condition
because wing response in this case can become exces-
sively large during the leamning period.

Forgetting Factor. A fundamental property of
the adaptive controller for an active flutter suppression
system is its ability to track variations in the aeroelastic
system. To follow changes in the aeroelastic system it




» is necessary to discard old time-history-of the aeroelas-
tic response information-in the parameter estimator. It
should -be emphasized that tracking a system with
rapidly varying parameters is not possible. However, a
slow time varying system can- be tracked reasonably
well, Itis assumed in this study that aeroelastic sysiem
parameters change slowly.

Old: time history data of the aeroelastic response
is discarded exponentially in this study.?® When the
forgetting- factor -A,, given in Eq.(33), is equal to one;
all data have the-same weighting. This forgetting fac-
tor is used for ‘the time invariant aeroelastic system,
When the forgetting factor is less than one, recent data
are given-more weight than old data. Thus, a forget-
ting factor of less than one is used for the time-varying
acroelastic system,

From this brief discussion it is evident that the
forgetingfactor is linked to the rate of change of the
system parameters. In practical implemetation, changes
in-the properties of an aeroelastic system can be associ-
ated with changes in air tempcrature, pressure, and
speed of flight. The proper forgetting factor for
different rates of-parameter changes can be determined
accordingly.

Computational Delay, The on-line computation
of the aeroelastic system parameter estimation and con-
ol law design will produce a computational delay
between measurement and control command. In this
siudy a computational delay is not taken into account.
It should-be noted that in order 10 have feasible pracu-
-cal implementation, the computational .delay should be
less than or equal to the sampling time T,.

4. The Wing Model Used for Computer Simulations

The structural modelling in this study can handle
practical wings with composite skins.36 However for
the computations carried out in this study, an
aluminum/plastic foam wing model was selecied,
because the resulis of the computed flutter boundaries
could be compared with experimental results. This
cantilevered rectangular -wind tunnel model wing with
6% circular-arc cross sections and an aspect-ratio of 5.0
was actually built and tested in 1959.52 1t has an alumi-
num insert covered with flexible plastic foam. Experi-
mental flutter boundaries and natural frequencies for
this wing are available.

Natural frequencies and flutter boundaries for this
wing model were computed by Guruswamy et al. using
XTRAN3S53 and XTRAN3S-AMES3* codes. The
planform geometry of this wing has been modified in
the flutter suppression studics by Guruswamy et al. A
trailing edge control surface as shown in Figure 1 was
inroduced in Ref. 4. Five translational and five rota-
tional springs are used in this study to physically con-
ncct the wing and conwrol surfaces. These springs are
cqually spaced along the hinge linc between the wing
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and trailing-edge control surfaces as shown in Figure 1.
The material -propeniies of -the model wing and the
additional spring constants defined in this study -are
given in Table 1.

Three wing rectangular. sections as shown in.Fig-
ure 1 are used for the LISSA and PCKFM computer
representation. The-full potential CFD code developed
by Shankar et al.!3 with 88x12x18 grid is used to obtamn
the transonic comection matrices. Steady stale tran-
sonic pressure distribution on the wing surface for
different Mach numbers are shown in Figure 2.

5. Results

5.1 Flutter and Divergence Boundaries

Before comparing the fiutter and divergence
boundaries, natural frequncies of the cantilevered rec-
tangular wing obtained from_the on-line parameter esu-

‘mation technique are compared with the experimental

and other computational results. In this example struc-
tural transient time response was calculated using ‘the
iterative time marching structure/aerodynamic integra-
tion scheme with the assumption (R}, = {0} and
{{w) = [0). Natural frequencies from-the experiments?
a finite element analysis>> , the LISSA code with
eigenanalysis, and the LISSA code with the on-hne

-parameter estimation technique are presented in Table

2. The results in Table 2 are calculaied for
T, = 0.001656sec; 24 AR coefficients were used together
with 45 sampling points. The on-line estimauon- of
structural frequencies and the assumed structural modal
damping factors for the cantilevered rectangular wing
without aerodynamic loads is presented in Table 3.
The results in Table 3 are calculated for the same
values of 7,, AR coefficients and sampling pomls as
uscd in Table 2. It was also assumed that the modal
damping ratio-was §; = .0200, i=1.2, - - - 5. It is evident
from Tables 2 and 3 that the on-line estimation can
yield system frequencies and values of modal damping
correctly. In Table 2 the difference between the
present analysis and the finite element analysis of Ref.
53 is that mass and stiffness properies of the plastic
foam were not included in Ref. 53 analysis. In our
analysis, the stiffness and mass properties of the flexi-
ble plastic foam are included in the calculation. It is
evident from the results shown in Table 2 that the
stiffness and mass propertics of the flexible plastic
foam need 10 be included in order to obtain the better
agreement with experiment.

Flutter Boundaries. In the estimation of the
open-loop flutter boundaries the MA coefficients in the
ARMA model are neglected. Aeroelastic stability of
the wing is determined from the eigenvalues of the
estimated matrix {A,] in Eq.(29). It should be noted
that the ARMA model in Eq.(28) is based on the
discrete time system. Aeroelastic modal dampings and




damped frequencies, o; and «,;, for the continuous
time system can--be obtained by .using the following
equations.

o = -i%log, (¢} +dP)

Here, ¢; and d; are the real and imaginary-part of: the
eigenvalues obtained from- the estimated matrix [A,].
Flutter boundaries-for the acroclastic system are deter-
mined from the aeroelastic modal dampings o;. When
0;:< 0 the system is stable-and when o; = 0, it is on the
flutter boundary. When o; > 0 the system is unstable.

The effectiveness of the parameter- estimation
technique based-on the ARMA model to -identify the
flutter boundary is demonstrated -in Table 4. The
results in-Table 4 are calculated for-the same values:of
T. and AR coefficient as used in Tables 2 and 3;
qp-= 9.439-kPa and ‘10 iterations are used for the itera-
tive time :marching structure/aerodynamic integration
scheme. Flutter ~ boundaries  obtained  from
-eigenanalysis of the aeroelastic system equation in first
order state- variable form, V-g method in frequency
domain, and the on-line parameter estimation technique
applied to-the aeroelastic transient time responses are
compared in Table 4. In- this table subsonic acro-
dynamics -are used-to check the accuracy of. the itera-
tive time -marching structure/acrodynamic integration
scheme. The agreement between -these three seis of
results is_quite good. Small discrepancies-bétween the
eigenanalysis and on-line parameter estimation
observed in Table 4 are mainly due to the linear
assumptions for {R()},{r(r)), and ({(7(t)} vectors in
time interval kT, <tS(k+1)7,. .

Transonic flutter boundaries for the cantilevered
wing, obtained from the on-line parameter estimation
technique developed in this study, are compared with
experimental and other computational results in Figures
3 and 4. Sieady state pressure distributions for various
Mach number (Figure 2) show that transonic -shock
effects start to appear near M. = 0.84. Thus, the tran-
sonic approximation, shown in Figures 3 and 4, is in
reasonable agreement with experimental results up 10
M. =084, Between Mach number 0.84 to 090, the
shock is well developed on the wing surface. Some
discrepancies-in this- Mach number range in Figure 3
and 4 may be due to the mixed subsonic and super-
sonic sub-regions. When the Mach number exceeds
0.90, the shock will reach the wing trailing edge and
supersonic sub-region will become much wider than the
subsonic sub-region, as indicated in Figure 2. There-
fore, the subsonic assumption used for generating the
unsteady transonic aerodynamics is violated and it can
not be used for Mach numbers greater than 0.90.

Flutter boundaries with the steady transonic acro-
dynamic -load are also presented in Figures 3 and 4 to

Sbw—
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check the quasisteady assumption for the transonic
comrection matrix. It-is evident from Figures 3 and 4
that the Qquasisteady assumption for the transonic
correction matrix gives good agreement-with the exper-
imental and CFD results in the low transonic Mach
number range.

Divergence Boundaries. A transonic divergence
boundary for the wing.can be obtained-using the tran-
sonic aerodynamic influence coefficient.matrix given 1n
Eq.(6). From-Eqs.(2), (5), and (6), the-following equa-
tion can be derived to -include-only structural stiffness
and aerodynamic stiffness of the wing.

([07 = [A. (1)) ){(n(@t)) =-{0)

Divergence boundaries are a function of-dynamic pres-
sure gp, and it-can be obtained from the determinant of
the matrix ( [©¥ - [A. ()] ) using.a root finder.

Divergence boundaries for the -cantilevered rec-
tangular wing using subsonic or transonic aerodynamics
are shown in-Figure 5. Comparing Figures 2 and 5 a
transonic bucket ( evident also in the flutter boundary )
occurs at a lower Mach number for the divergence
boundaries. In_the present case the transonic bucket in
the -flutter boundaries could be directly associated with

-the steady transonic aerodynamic loads.

5.2 Adaptive Subsonic Flutter Suppression

The effectiveness and versatility of the adaptive
optimal controller is studied by applying it in (wo-flight
regimes: subsonic and transonic. The subsonic flutier
suppression studies are used to learn about- input
paramelers for the digital adaptive optimal controller.

Random External Loads. Robustness of the
digital adaptive controller was -tested using random

loads, The computer simulation-was carried out using

subsonic aerodynamic loads obtained from assuming
that [T, (e)] = [T3(e0)] = (I}. The random loads-are gen-
erated by introducing -appropriate random changes in
the angle of attack. Maximum change in the-angle of
attack is determined-by using a suitable combination of
gust and free stream velocities. A gust velocity of
39.37 inchisec at M.=0714 and ¢ =9.763 kPa- pro-
duces approximately one inck deflection at a sensor
position indicated in Figure 1.

The generalized equations of motion are based on
8 structural modes which are obtained from the LISSA
code with 24 degrees of freedom. The aerodynamic
influence coefficients evaluated by the PCKFM are
based on the same number of degrees of freedom used
in the LISSA model. Aerodynamic influence
coefficient matrices are tabulated for 21 frequencies,
where the highest frequency is 95.49 Hz. Tabulated
generalized aerodynamic influence coefficient matrices
are fitted in Laplacz domain using Roger’s approxima-

[P -




sion- with 16-aerodynamic lag_terms which are equally.

spaced between 0 and:95.49 Hz.

A sine -Butterworth lowpass filter of order 10 is
used -as an anti-aliasing filter. Note-that the high fre-

quency aliasing effects can not be perfectly removed

with -the anti-aliasing_filter. It should be emphasized
that- the parameter estimator -(BUD algorithm combincd
with ‘covariarice resetting technique) which we use is

very powerful so that the high frequency components-
can-be identified whether the anti-aliasing filter is used:
or not. When the anti-aliasing filter is used, estimaied
damping in the high frequency components -are much:
larger than for low frequency components. In this

research one -anti-aliasing filter is used since it can

remove most-high frequency components in the filtered

aeroelastic transicnt time responses, in an adequate
manner.

“The time step of 7, = 0.000414 sec is used in the
jterative time marching structure/acrodynamic integra-
tion procedure:. For-the parameter estimator the sam-
pling time is taken as T, = 0.00414 sec. The sampling
time 7, should satisfy the”™ Shannon’s sampling
theorem.5> Therefore, the Nyquist frequency, fmu
becomes 120.8-Hz, and-the first: three aeroelastic modes
can be identified using the parameter estimator. The
ARMA model consisting of 6 AR and 6 MA
cocfficients is-used .to-obtain the acroscrvoclastic state
space description. Covariance matrix resetting interval
for the parameter estimator is equal to 12 sampling
steps (="0.05-sec).

Weighting factors-{Q] and r,, in the performance
index- J, given -in- Eq.(24), are-assumed as (I} and 30,
respectively. In this study maximum amplitude of the
allowable control surface deflection angle is constrained
to be less than 4 degrees.

The following computer simulation lasting 10
seconds is made of four important time periods. The
first 24 sampling steps constitute the learning period.
During this period the control surface is activated ran-
domly to get the initial estimation of the acroservoelas-
lic system matrices. A maximum amplitude of random
conrol surface deflection angle is limited to 0.8°, At
the end of the learning period the controller is engaged
and the initial condition for the Riccati matrix is
obtained using- the Pouter’s method. In the second
period, from 0.1 sec to 2.0 sec, the active flutter suppres-
sion system controls the acceleration at the sensor posi-
tion, caused by the random control surface deflection
angle in the learning period. During the third period,
from 2.0 sec 10- 8.0 sec, random variation in the wing
angle of attack is introduced. The robustness of the
active fluner suppression system with respect to the
unknown external disturbance can be verified by exam-
Ing the time histories of the controller gain vector.
This unknown extemal disturbance is removed during
the fourth time period, from 8.0 sec to 10.0 sec, A con-
sant forgeiting factor of 0.9999 for-the parameter esti-
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mator is-used throughout the computer simulation pro-
cedure.

Time histories of acceleration at the sensor-posi-
tion and- the first-element of the-controller gain vector
are shown in Figures 6 and 7. In Figure 6 accelera-
tions at-the beginning of the second period are -rela-
tively large. It should ‘be mentioned that estimated
acroservoclastic parameters at the beginning of the
second period may not -be completely converged:after

24 time steps. It is evident in Figure 7 that the con-

troller -gain vector is robust with respect- to the .unk-
nown cxternal disturbance. During the third period the
controller gain-does not change significantly, and when

-the unknown external disturbance.is removed, the-con-

troller gain converges again to the constant value.

‘Small variations in controller gain can .be observed

before and after the third-period, these small variations
can be eliminated if the longer learning period is used.

Computation times required for the parameter
estimator-and the-on-line-control-law design procedure
are shown in Table 5. The computaiional delay of
0.002436 sec, for ‘the ARMA model of order 6- on
SUN3/280 computer wiih-a floating point accelerator is
smaller than the sampling time T, = 0.00414 sec. There-
fore, the digital adaptive optimal controller in this study
is a feasible for practical active flutter suppression.

Time-Varying Aerodynamic Loads. Time vary-
ing subsonic acrodynamics are obtained from the table
of subsonic aerodynamic influence coefficient matrices
as follows:

1) Subsonic aerodynamic influence  coefficient
matrices arc computed at different Mach numbers
and frequencies.

2) At cach Mach number tabulated subsonic aero-
dynamic influence coefficient matrices are fitted
with respect to frequency, using Roger’s approxi-
mation.

3) Continuously fitted  aerodynamic  influence
coefficient matrices obtained in siep 2) are fined
with respect to Mach number. Between two adja-
cent Mach numbers, linear interpolation is used for
simplicity.

It is evident from Figure 6 that high frequency
components do not affect the performance of the con-
troller. Therefore, the first three structural modes
without the anti-aliasing filter will be used in the com-
puter simulations which follow. Aerodynamic influence
cocfficient matrices are tabulated at 11 frequencies
between 0 and 47,75 Hz. Twelve Mach numbers
between M. = 0.714 and M_ = 0920 are selected to gen-
erate the time varying subsonic aerodynamic loads.
The Roger’s approximation with 8 aerodynamic lag
terms, which are equally spaced between 0 and
47.75 Hz, are used to fit the aerodynamic influence
coefficient matrices at each Mach number.




A -computer -simulation lasting 10 secornds, which
s similar .to that described in the previous section is
shown in Figure 8. The main difference between the
previous -and the -current simulation is in- the third
period, extending from 2.0 sec t0 8.0 sec. During this
time period the free stream-Mach number is increased
gradually from M. = 0.714 to M., = 0.870, and:therefore
this period is denoted as the varying paramcter time
period. During this period, the forgetting factor of
0.9999 is-changed to 0.85 to follow the acroservoelastic
system changes. The flight path at P_.=20.27 kPa
together with the flutter and-divergence boundarics are
presented in Figure 9. All the other input data are
identical to-the previous computer simulation.

Time-historics of acccleration-at the -sensor posi-
tion and the first element of-the controller -gain vector
are shown in Figures 10 and 11. In Figurc 11 con-
wroller gain-follows the aeroservoelastic system changes
successfully. It should be noted that the robustness of

the controller gain-in time varying interval depends on

the forgetting factor,{Q}, and r,,.

Free -stream pressure, P.., for the second flight

path in Figure 9 is-assumed to be 27.36 kPa. In this
case free stream Mach number is increased gradually
from M.=0714 to M.=0916. Time historics of
acceleration:at the sensor position and the first clement
of the controller gain vector are shown in Figures 12
and 13. In Figure 12 the adaptive flutter suppression
system fails around time ¢ = 4.5 secc. The corresponding
Mach number can be obiained from Figure 8, and is
approximaiely equal to M.=08. In Figure 9 the
second flight path and the divergence boundary inter-
sect around M. = 0.8. This is another example of the
failure of -acceleration based control in stabilizing
divergence type instabilities. To suppress both the
flutter and divergence instabilities, displacement sensing
is used along the second flight path, and results are
presented in Figures 14 and 15. It is evident that both
instabilities are now suppressed. Similar results have
been reported by a number of authors,56.57

5.3 Adaptive Transonic Flutter Suppression

Time wvarying transonic aerodynamics are
obtained from tables of steady transonic and unstcady
subsonic aerodynamic influence coefficient matrices. In
addition to the three steps described in section 5.2:2,
the tabulated steady transonic aerodynamic influence
cocfficient matrices are also fiued linearly between two
adjacent input Mach numbers. Thus, the time varying
transonic aerodynamic loads can be obtamncd with rela-
live-ease,

Transonic flutter boundarics, transonic divergence
boundaries, and two flight paths are shown in Figurc
16.  Transcnic aerodynamic influence cocfficient
matrices are computed at M. = 0.714, 0.850, 0.873, 0.895,
and 0.916. The same input data given in section 5.2.2
are used for all other variablcs.
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Acroservoelastic response with accelération sens-

ing is shown in Figures 17 and 18. In Figure 1§ the
-controller

gain :is incrcased from (=205 10
t = 6.5 sec However, from ¢ = 6.5sec 10 1 = 8.0 sec the

-controller gain decreases. In Figure 8, time 1 = 6.5 sec

corresponds to M. =0.87, and this Mach number s
approximately the center of the transonic bucket in Fig-
ure 16. It is evident from-Figure 18 that the conrolier

-gain is increased when. the aircraft penctrates further

into the flutter region. On-the other hand, if the arcrafi

leaves the flutter region, then controller gain will

decrease.

Aeroservoelastic response with the acceleration
sensing along the second flight path:is shown in Figures
19 and 20. In Figure 20-the parameter estimator can
not follow the aeroelstic system change around
t=55sec. Here, time 1 =55sec comesponds to

‘M. =083-in Figure 8. In-Figure 16 the second flight

path and.transonic-divergence boundaries intersect each
other around M. = 0.81. Thus, again it is evident. that

divergence type instabilities can not be suppressed

using the acceleration sensing. The aeroservoelastic
response with displacement sensing along -the second

flight path are presented -in Figures 21 and 22. The

change of controller gain in Figure 22 is similar 10 that
in Figurc 18. Thus, one may conclude that the-digital
adaptive optimal controller used in-this study does fol-
low system changes correctly.

6. Concluding Remarks

A new adaptive optimal- control methodology for
active flutter suppression is studied for a number of
aeroelastic systems. This controller is robust with
respect to- the unknown-external disturbances and can
be applied 1o time -varying flight conditions. The same
adaptive optimal control algorithm is applied in both
subsonic and transonic flight conditions.

It is also shown in this study that the divergence
type instability can not be adaptively conuolled with
the acceleration sensing. Since the conuoller perfor-
mance with the acceleration sensing strongly depends
on the relative positions of flutter and divergence boun-
daries, it is important to design the controller and the
structure simultaneously in an integrated manner so as
to avoid such difficulty.

The ARMA mode]l with a parameter estimation
technique is successfully implemented to yield tran-
sonic flutter boundaries of the wing structure. This
methodology yields flutter boundaries very efficiently in
time domain, and thus only a small number of aeroclas-
tic transient time responses are needed in order to
oblain reasonable results.

A simple methodology for obtaining three-
dimensional unsteady transonic acrodynamics in the
time domain is presented. The transonic bucket is suc-
cessfully reproduced and predicted by this simple
approximate method. Since the unsteady computations

-




are based:on unstcady subsonic aerodynamics, transonic
aeroclastic responses in ‘the time domain can be
obtained--at low computational cost. "The most time
consuming ingredient in this approximate method-is the

computation

of transonic acrodynamic influence

coefficient matrices.
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Table 4. Fluuer Boundaries of the Cantilevered Rec-
tangular Wing at -‘M.=0714 from the
Eigenanalysis, V-g Method, and -On-Line
Parameter-Estimation Technique
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Steady State Pressure Distribution on the Wing Surface
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